Student Research Projects
and Opportunities at a Two-

Year College

Chris McCarthy
/ Borough of Manhattan Community College

\\A

/ City University of New York

SIMIODE EXPO
February 12, 2022
Virtual

City University of New York




Boro_ugh of Manhattan Commumty College

e BT D TR

iy, )

T g //a// P it
e AT
] NW "””d. ““w‘” NI T

Part of the City University of New York (CUNY)



Borough of Manhattan Community College

Established: 1964

More than 27,000 students
in over 45 associate degree programs

More than 10,000 students
in adult and continuing education programs

Students come from over 145 countries.

Full-time Faculty: 540+ (75+ in the math Dept.)
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mmunity College

Established: 1964

More than 27,000 students
in over 45 associate degree programs

More than 10,000 students
in adult and continuing education programs

East /’P’.‘/ef

Students come from over 145 countries.

s, Full-time Faculty: 540+ (75+ in the math Dept.)

Main Campus Location:
199 Chambers Street, New York, NY 10007

Located in lower Manhattan on the West Side,

On the Hudson River
Just north of the the World Trade Center.
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Borough of Manhattan Community College

The new Fitterman Hall

The Freedom Tower (World Trade
Complex) from the steps of BMCC

on 9-11-2017. m———)




Borough of Manhattan Community College

On-Campus Undergraduate Research Programs

e BMCC Foundation Fund for Undergraduate Research
 Collegiate Science and Technology Entry Program (CSTEP)
e CUNY Research Scholars Program (CRSP)

* Louis Stokes Allied Minority Participation (LSAMP)

 Minority Science Engineering Improvement Program -Retention and
Improvements in STEM Education (MSEIP-RISE) Grant

e Science and Technology Entry Program (STEP for High School Students)
* BMCC Honors Program
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Borough of Manhattan Community College

BMCC Receives $230,407 from NSF for Rese

“‘. .\.

BMCC Professor of Science Quinn Minor

SEPTEMBER 14, 2016

“If there were no dark matter, life wouldn't exist,” says BMCC Professor of Science and astrophysicist
Quinn Minor. He just received a National Science Foundation (NSF) award of $235,407 to study cold, or
slow-moving dark matter, and explains its role in our existence.

Early stars “spit out heavier elements like silicon and iron through supernovas,” Minor says, “and they
spewed them out so fast, if the extra gravitational pull of dark matter hadn't been around to keep it all
from escaping into intergalactic space, our earth would never have been formed.”

arch on Dark Matter

BMCC News

Student News

Faculty News

BMCC in the Headlines
BMCC Experts

Media and Video Access Guidelines and
Procedures

Social Media Guidelines
Communications Guidelines and Procedures
Graphic Style Guidelines (pdf)

Events Calendar

STORY HIGHLIGHTS

BMCC Professor of Science Quinn Minor receives
National Science Foundation (NSF) award of
$235,407 to study dark matter

Funded through NSF's Division of Astronomical
Sciences (AST), the project runs September 1,
2016 through August 31, 2019

Six students will receive stipends to examine
computer data, present papers and more



BMCC Annual Research Symposium (BARS)

Two afternoon poster'Sessions showcased

\ /8 multi-disciplinary research p¥ojects:
N " -




Kuclear Engineering Science Laboratory Synthesis Programs .. - Chris Mocarthy
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Non-BMCC Research Opportunities

Nuclear Engineening Science Laboratory Synthesis Programs at ORNL- Spring or Summer 2018

Science Education Programs -~ scienceeducationprogiforau_cng =

i AT B A

Tealhwis Mlccarty < crmmcarthye@bma cumpadus |

Student and Alumni Research and Technical Opportunities at Oak Ridge Mational Laboratory (ORNL) — Oak Ridge, TN

Appointments for Spring and Summer 2018!

Apply NOW to the Nuclear Engineering Science Laboratory Synthesis Programs (MESLS) Program at Oak Ridge
Mational Laboratory (ORNL) — Spring or Summer 2018

Must apply at hitps: [ fwww.rintellect. com / Posting [ Details [ 3645
by January 6, 2018 for Spring term
Must apply at hitps: [ fwwarsintellect. com / Posting [ Details | 3685

by February 28, 2018 for Summer term (must start by June 15 and end on or after August 10, 2018)

- Current AAS, BS, MS, and PhD students — Majors related to Enginesring, Earth and Gecsdences, Envirgnmiental and Marine Sdences, Life Health and Medical Sciences, Mathematics and
Statistics, Nanotechnology, Chemistry, Physics, International Relations, Poltical Stence, Govermment, Poicy, Risk Anabysis, Science Writing, Pubic Affairs, and Computer Sciences

- Stipend based on academic status — range from $523/ week to $935/week for full-time; pro-rated for part-time
- TravelHousing assistance (if eligible)

- Professional development activities

- Minimum GPA - 30/4.0

- Dpen ko .5, and Eligible Intemationa| Citizenship

Visit hittp: [ fwww.orau.ong/omi or contact NESLSorau.org for mone information!

If youu recamived this mailing from & collsagus and would liks o receive futuors Eailings dissctly in your inbox thec plaass sand & blank amail toc
azhecriba-scisccesducationflistesry. cxwn. gow

Tou recsiwed this s-madl fSoe So yous institoiional or crgunizstionsl sffilistion. Tf we mact this s-madl So you &z scror, and you wish not to recsdvs any fusther s-msils #rom oa,
Fleass mand m black smail fo lsave-£7322-134002.08c03Fa%s tdod TTad Rl 4a 161 Tuil 1M ntan oy . conwm . gaw

1/72018, 6:15 AM

hittps:/femail o cony edu'owa ' friewmodel=F ead MezsageltemdS ThemI D=4 ARME ATIES0. .

* The national labs and
Institutes are a great
place for students to get
a summer research
experience.

* Typical email from a
national lab regarding
student research

opportunities.



Center for Undergraduate Research in Math
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MINIGRANTS

SUMMER FACULTY
WORKSHOP

APPLICATION FORM

PROPOSAL TIPS

RESOURCES FOR STUDENTS

RESOURCES ABOUT
UNDERGRADUATE RESEARCH

PERSONNEL

RESOURCES ABOUT UNDERGRADUATE RESEARCH

Recent CURM-related articles about doing undergraduate research:

“Information for faculty new to undergraduate research” by Cayla McBee and Violeta Vasilevska, INVOLVE 7:3(2014), pp. 395-401.

“Keys to Successful Mentoring of Undergraduate Research Teams with an Emphasis in Applied Mathematics Research” by Hannah L.
Callender, Proceedings of the Sixth Symposium on BEER, 201 3.http://cas.illinoisstate.edu/ojs/index.php/beer/article/view/796.

“Academic year undergraduate research: the CURM model” by Tor A. Kwembe, Kathryn Leonard and Angel R. Pineda, INVOLVE 7:3
(2014), pp. 383-394.

“Obtaining Funding and Support for Undergraduate Research” by Michael Dorff and Darren A. Narayan. Apr. 2012, pp. 1-7.

“Undergraduate Research: How Do We Begin?” by Brad Bailey, Mark Budden, Michael Dorff, and Urmi Ghosh-Dastidar, published in
the MAA Focus. Jan. 2009, pp. 14-16.

“Adventures in Doing Academic Year Undergraduate Research” by Kathryn Leonard. published in the AMS Notices. Nov. 2008, pp.
1422-1426.

“Practical Tips for Managing Challenging Scenarios in Undergraduate Research” by Brad Bailey, Mark Budden. and Urmi Ghosh-
Dastidar, published in the MAA Online Column Resources for Undergraduate Research, Dec. 2008.

“Assessing the impact of Undergraduate Research Experiences on Students” by Mary Crowe and David Brakke, published in the Coun-
cil for Undergraduate Research Quarterly, Summer 2008, Vol. 28, Issue 4, pp. 43-50.




A great resource for ideas and projects
involving differential equation models is:

nnnnnnnn ; Mark 10urtenott

www.simiode.org
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What is Undergraduate Research in Math at a
2 year college????

Original research & results in deep, technical mathematics typically requires a lot of
training. That is what PhD programs are for.




What is Undergraduate Research in Math at a
2 year college????

Original research & results in deep, technical mathematics typically requires a lot of
training. That is what PhD programs are for.

However, undergraduates at 2 year colleges can have the "research experience”.

Open ended problems with no single “correct” answer.

Read a research article or learn about the professor's ongoing research. Then
reproduce\explain\help write-up the results.

Write computer code -- Data collection (experiments) — Analysis.
Modeling various phenomena. Creating, tweaking, and\or applying a model.
Exposure to grant writing, conference presentations, networking.

Discuss with professor his/her research.



What are the problems with Undergraduate
Research in Math at a 2 year college????

* How to choose RA's (research assistants)? .
GPA? Enthusiasm? Knowing the student from previous classes?

* Research vs classwork vs job vs friends & family!

* Your research is important to YOU, but maybe not so important to your
undergrad RA's.

* Students not knowing enough math. What takes you a couple of minutes to
figure, might take your students % the semester.

 BE REALISTIC!!! Your RA's are just beginners. So...
A good experience is more important than getting good results.



What are the benefits of Undergraduate Research
in Math at a 2 year college — for students???

e Students (almost always) enjoy it.

* The students learn how to do research\open ended problems. Not just
book problems.

* |t helps students find out what they really want to do.

* The experience "sticks" with the students. They will remember doing
research with you long after they forget all the math they learned.

e Students gain confidence, pride, a chance to show off & often get paid for
it.

 The Research Experience looks great on their CV.



What are the benefits of Undergraduate Research
in Math at a 2 year college — for professors????

* The professor (almost always) enjoys it. It looks good on the CV.
* Sometimes students will do useful work for the professor.

* Having students is motivating. | always feel proud of my students ©

* | remember ALL the students | mentor.



Student research projects I've supervised

They almost all involve modeling with differential equation. Why?

* The students who take Diff Eq's at a 2 year college tend to be
outstanding & serious & and have more mathematical maturity.

* Most of my Diff Eq students are interested in engineering or science.
They realize the need to understand or be familiar with modeling.

e Students can use their physical intuition to understand what should

happen mathematically. They might not understand the math, but they
can understand what we are trying to model.

* Most of the students aren't ready to do research in "pure"” math. They
haven't had analysis, abstract algebra, topology, etc.



Start Here. Go Anywhere.

ODE Model of Adsorption Based Water Filters

Senayit Menasche and Abdulai Jalloh
Mentor: Professor Chris McCarthy

Mathematics Department, CUNY Borough Of Manhattan Community College

Research Group Professors McCarthy, Navarro, Tesfagiorgis
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ABSTRACT

We present a simple mathematical model which
can predict the response of adsorption based column
filters. In our lab we have applied this model to column
filters which we have constructed out of spent tea
leaves. The filters are able to remove heavy metals
from water at the rates predicted by our model.

INTRODACTION

Our lab has been conducting research into the
bioremediation of environmental pollutants. One
project involves constructing filters out of organic
waste materials [1, 2]. When heavy metal
contaminated water comes into contact with the tea
leaves, the heavy metal ions have an affinity for
“functional groups” (i.e., binding sites) expressed on
the surface of the leaves and bind to them. As a
result, it is possible to construct filters out of spent tea
leaves which can remove heavy metals, such as
copper, zinc, and cobalt from water [3, 4]. In this
paper we develop and use a simple model to predict
the behavior of such filters.

.o e T ™

Heavy metal water pollution has become a
challenging issue for many regions across the globe
(Figures 1 and 2).

The presence of heavy metals in water can
cause serious health effects, for example, reduced
growth and development, cancer, organ damage,
nervous system damage, and even death. For this
reason, the removal of heavy metals is a critical
environmental issues. It is important for researchers
to find economical and effective methods for heavy
metal removal.

polluted water in

Filter modeled as a one dimension strip with S,
binding sites (figure 3). Particles bind to a site with
probability p and don’t bind with probability g =7-p.

— o o —

FILTERING MODEL (USABLE)

As a pollutant unit is carried by the water through
the filter it has the potential to interact with, on
average, S, binding sites. For each binding site there
is probability p that the pollutant unit will stick to that
binding site, and probability g =7-p, that it won't stick.

being the total number of binding sites in the filter.

a function of S, the escape probability § is:

£=q0)
and so:

ds

dS = (1 -¢) C dm particles,

s=(-9c
Applying the chain rule we get the ODE:
a§ _ df ds

FILTERING MODEL (CONCEPTUAL) dm "~ ds dm

=(-cZme)e1-9
Letting k = ( ~c%m q) and using the IC (iniial condition ) £(0) = g%,

d
dm

£ 5 g -

Let C = the concentration of the particles entering the filter in units of
Recall S = the number of particles bound to the filter. So:

Equation (1) becomes the IVP (initial value problem)
2 = kE(1- ), £0) = g%,

Let € be the probability that a particle, entering the filter along with the m2t"
mL of waste water, will escape the filter. We want to know ¢ as a function of #2.
S = the number of particles stuck to the filter's binding sites, with S7-

1- % = the fraction of the filter's binding sites that are unoccupied. Hence, as

= (ng)§

particles
mL

@

2)

The IVP (2) is easily solved by separation and then applying partial fraction

cleaner water out

a5

§(m) =

C
qe +(1-q%) (@51

expansion to the resulting integral. Using the IC and the definition of k:

(3)

In Equation (3) &(m) = faction of heavy metal particles remaining in the m"
mL of waste water output by the filter. Note. g% is the probability that the first

particle escapes the filter.

e |
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fraction of Cu in filler output

02

2.01 g chamomile in 9 mm diameter filter.
5 mL/min Cu 100 pmm. gSe = 0.00834 . Cu adsorbed = 18.7 mg.

(data) traction of Cu
© in fier output

rogression line

M.
g2 = (qs&.n)ﬁfﬁ—:

400

Figure 6. We apply nonlinear regression to find g%t

Let a = the filter's cross sectional area and its mass=M.
The total adsorption capacity of the filter S is proportional to its mass.
So, for two filters: Sy, = Sr; % and, by a non frivial argument:

1

Using these substitution with equation (3) allows us to predict the escape
probabilities &, (#12) (for 2 filter) if we know gSe* (from the 1% filter).

VERIFICATION OF MODEL'S PREDICTION USING LAB DATA

§(m) = ()]

>3
Mz ey Mzay ™
(g%)"iaz 4 (1 — (g% )" az)ST" M,

1.271g chamomile in 9 mm diameter filter.
SmL/min Cu 100 pmm. gSe =0.06813. Cu adsorbed = 12.3 mg.

fraction of Cu in filter output

08

(data) traction of Cu
© infiter output

regression line

04

fraction of Cu in fiter output

w— predicted

02

241 %
o 50 100 150 200 250 300 350
Figure 7 mL

CONCLUSION

Our model fits the data. It also allows the responses
of other filters (of the same material, but different masses,
diameters, etc.) to be predicted, based upon data from lab
experiments conducted on a single first (standard) filter.

ACKNOWLEDGMENTS

Dr. Helene Bach, (BMCC Director of Research).
Professors Abel Navarro and Kibrewossen Tesfagiorgis
(BMCC Science). Research assistants: Ai Ngo, Xin Liu, and
Mayumy Cordova Lozano; Jie Lan and Jieying Li; Seonin
Cho, Min Yeong Hong, and Kwangmin Kim. Funding: Round
12, City University of New York, Community College
Collaborative Incentive Research Grant (C3 IRG); Borough of
Manhattan Community College Faculty Development Grant;
the CUNY Research Scholars Program (CRSP).
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Newton's Law of Cooling

Newton’s Law of Cooling 1is based on the differential equation d;_u = k(T — y), where
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® © & https://rextester.com/|/r_online_compiler e %

| Code Wall | Users | Misc | Feedback | About

compile R online

Residual standard error: ©.9992 on 31 degrees of freedom

Language: |R v Editor: | CodeMirror ~ Layout: lVenlcaI V‘ Number of iterations to convergence: 3 —
Achieved convergence tolerance: 9.936e-086
# A
# s Law of Cooling Experiment and k
4 0.082670549
# 500 mL X measuring cup. .
iR gtk ’ . Data analysis by Prof. McCarthy
# air and initial temp (C)
)T = 28.6 # air temp 3 deg F)
y0 = 81.0 # initial water temperature (177.8 deg F)
2
# data from experiment aken manually -] data . . .
# (t i, y i) = (time in min, water temp in C); = (ODE solution with k = 0.026705 from regression
# t i time data (min) Note a measurement like 60+34+9/60 means 1 hr 34 min 9 sec o
t_i = c(4/60, 30/60, 1, 1+31/60, 2 ,2+30/60, 3+2/60, 3+34/60, ~
6+35/60, 7+17/60,8+30/60, 9+39/60,10+30/60, 11424/60, 13+11/60, 15 + 37/60, 17+6/60,
19+23/60,21+43/60, 26+51/60, 26+55/60,31+41/60, 40+44/60,44+6/60, 48+42/60, 50+38/60,
60+14+12/50, 60+16+10/60, 60+34+9/60, 60+35+20/60, 60+38+4/60, 60+48+17/60 ); o
o o
y r te 2) 3 o
c(80.0, i 56 M2 ¢ 168 53 716:3; 76.6; ©
71.3, 69.8, 68. 66.1, 64.3, 62.2, 60.6, &
57.1, 54.0, 54. 47.2, 45.8,43.8, 43.1, g
36.6, 33.6, 33. 32.1); = 2
# display data in console.
t i;
y_is
# annroximate k = g
[Runit(F8) | [saveit| [+]Show input [ Live cooperation | [Putonawall | [F| [2]
Absolute running time: 2.89 sec, cpu time: 0.88 sec, memory peak: 34 Mb, absolute service time: 2,96 sec o
L
T T T T T T
[1] ©.06666667 ©.50000000 1.00000000 1.51666667 2.00000000 0 20 40 60 80 100
[6] 2.50000000 3.03333333 3.56666667 6.58333333 7.28333333
time in min

[11] 8.50000000 9.65000000 10.50000000 11.40000000 13.18333333




Data Analysis Experiment Three

© Data
= QODE solution with k = 0.024815 from regression

This increase in
temperature is due to
sun moving across the

Temperature F

120
|

the varying room 8 - ( window.
temperature. 3 - e

Time in Minutes



York State to establish, sustain, and enhance new and ongoing OER
initiatives throughout CUNY (FY 2018). The expected result will be
large-scale course conversions throughout the university.

BMCC Librarian Professor Jean Amaral
OER Warrior Extraordinaire
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Active Matter: Chemotaxis

Gianni Watts, Adama Sene, Jorwyn Medina, Muhammad Hannan
Mentor: Professor Chris McCarthy (Mathematics) cmccarthy@bmcc.cuny.edu
City University of New York, Borough Of Manhattan Community College

b
BIMCC

SCHOLARS @
PROGRAM

Start Here. Go Anywhere.

CRSP
2018 - 2019

Students Presented
at various
conferences including
the 2019 Joint
Mathematics
Meetings in
Baltimore

IVE MATTER

Active matter research focuses on the paradigm of
emergence. Simple rules can lead to complex
behavior: schools of fish, swarms of insects, self-
assembly of macromolecules. Organisms organizing
themselves without top-down commands, e.g. the
flocking of birds [1, 2].

Py —

CHEMOTAXIS

Chemotaxis is when an organism's motion is effected
by a chemical gradient. If the organism moves in the
direction of gradient, the chemical is called a
chemoattractant [3]. Example: neutrophils (white

AGENT BASED MODELING OF CHEMOTAXIS

Our research involved developing agent based
simulations of chemotaxis. These simulations were
developed in NetLogo. We modeled a predator (red
triangles) hunting down prey (yellow triangles). In each
time step the prey excretes a chemoattractant (blue
color) which diffuses and decays. The amount of
chemoattractant present at a location is indicated by
the shade of blue. Black = no chemoattractant. As the
chemoattractant level increases the blue becomes
lighter. The predator senses the chemoattractant and
follows its gradient (hoping) to find its prey. When the
prey is found it is killed by the predator. We varied the
diffusion and decay rates, and the number of prey and
predators, and recorded the number of time steps f{ill
extinction of the prey.

METHODS

We wrote and ran the simulations using
NetLogo's "Behavior Space" feature.
The data from the simulations were
saved as .csv files (Excel spreadsheet),
and then imported into the statistical
package R for analysis by a custom R
script we wrote.

D GOOBHS - NetLogo [C\Usershchiis\DeskioplsynciFall 2018 WiHonors JMM Poster CRSPCRSP20. — O X
Fle Lt Too Zeom T Hel
Interface Info Code
po——
. v st
e | ] | [

- Add osds
=l ==

e
chemna-str e ccay 13t per dock ks
chema-sty vz por lock b
FromOto 1. 0.00=20%

o [
=

Images of the NetlLogo Interface running simulations.

FUTHER RESEARCH

In the future, we hope to accomplish

1. Understanding the uptick in time

to extinction when the diffusion and decay rates
approach 0 or 1. See Figures 1, 2, and 3.

2. Creating mathematical models that allow us to
predict the behavior of the simulations.

3. Designing more lifelike simulations. For example,
where both species reproduce and die; where species
are more biologically accurate.

RESULTS (for Diffusion Rates)

Diffusion rate vs average time to extinction
prey =5 predators =1 decay rate =.3 simulations =100

1000 1200

800
I

600

.

Average number of steps to extinction
400

200

02 04 06 08

Diffusion Rate

Diffusion rate vs average time to extinction
prey =5 predators =1 decay rate =.3 simulations = 500

Average number of steps to extinction
150

06 o7 08 09

Diffusion Rate

In Figure 1 we see that the shape of the Diffusion Rate vs Average

Extinction Time graph seems to decrease asymptotically to about

250 time steps. However, a more detailed simulation, Figure 2,

shows that increasing the diffusion rate beyond 0.9 results in it taking

longer for the predators to capture the prey. Figure 2 required

10,000 simulations (500 simulations x 20 different diffusion rates).
1
In Figures 3 we see that the shape of the Decay Rate vs. Average Extinction Time
graph seems to make a sort of “U” shape, with a minimum of 225 time steps to
extinction when the decay rate is 0.4. If the decay rate is close to zero, the
chemoattractant isn't decaying, and the predator is misled by chemoattractant
remnants. If the decay rate is close to 1, the chemoattractant decays too quickly to
be of use to the predator.

RESULTS (for Decay Rates and Prey Numbers)

Decay rate vs average time to extinction
predators =1 diffusion rate =6 simulations = 200

1500

1000

500

Average number o steps to extinction

00 02 04 06 08 10

Decay Rate

Number of prey vs average time to extinction
predators =1 diffusion rate =.5 decay rate =.5 simulations = 200

600
s
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300
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Black linear regression line has equation y = 22x + 152
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Background
Active matter is composed of large numbers
of active "agents”, each of which consumes
energy (e.g., by eating). The consumption of
energy allows these systems to be out of
thermal equilibrium (and their members to
stay “alive”). An example of energy
consumption is when a predator eats its
pretty.
The predator-prey relationship is the base of
the food chain. When there are large amounts
of prey, the amount of predators can increase.
This in turn causes the amount of prey to
decrease; which then causes the amount of
predators to decrease, which then causes the
amount of prey to increase. A mathematical
model of this predator-prey relationship is
called the Lotka Volterra model [1,2].

Lotka Volterra

The Lotka Volterra predator—prey equations
are a pair of nonlinear first order differential
equations that describe the interaction over
time of a prey species (s for sheep) and a
predator species (w for wolves):

dg/dt=a(K — g) —bsg
ds/dt = cgs — ds — ews

dw/dt = fsw — hw .where a, b, ¢, d,e,f.h
>0 Lotka-Volterra: " = ax - bxy, y' = exy-dy.
a=23,b=43,c=d=1
x = prey. y = preditor.

Jorwyn Medina, Muhammad Hannan, Adama Sene

Mentor: Professor Chris McCarthy
BMCC Mathematics

One of the classic predator prey relations modeled by the Lotka

Volterra equations is the relationship of the arctic lynx and
showshoe hare populations.

~0—0- Showsha rabeit
44 Carada bynx

Rt —

WO W M0 180 160 190 w0 18w 9@

o The population size of lynx and hare can be estimated from the
commercial records of the Hudson Bay Company of how many
lynx and hare pelts they purchased [3].

Netlogo and Matlab

1. Using NetLogo we simulated Lotka Volterra predator
prey type system. The Wolf-Sheep simulation we used
was created by U. Wilensky [4].

2. We export the wolf, grass and sheep population data
to a spreadsheet. We then import the data into MATLAB.
Below, we plotted the regular data taken from Netlogo
simulation. In order to have better approximation for the
differentiation, we use the csaps function to smoothen the
data. However, plot the smoothed data require to turn it
first into a function using the fnval function.

3. We numerically differentiate the splined data in matlab
to estimate dg/dt, ds/dt and dw/dt where s = sheep and
w=wolves and g = grass. The derivative is obtained by
using the fnder function.

4. The parameters a, b, ¢, d, e, fand h are linear in the
Lotka Volterra differential equations. We apply matlab's
linear regression routine to the splined data and the
numerical estimates of dg/dt, ds/dt and dw/dt to get
estimates for a, b, ¢, d, e, fand h.

5. Using Runge Kutta and the estimates from a,b,c,d, e, f
and h we numerically solve the Lotka Volterra system and
plot the results.

The graph shown above shows the wolf, sheep and
grass splined functions being compared to the solution of
the non linear model Lotka Voltera. K is the carrying
capacity.

6. Stability

Our Lotka Voltera system of ODE's has an equilibrium
point(where gdot=sdot=wdot=0). An interesting question is
whether that equilibrium point is stable meaning if we
perturb the system from equilibrium, will it return to
equilibrium? Since the real parts of all eigenvalues of the
Jacobian matrix are negative, the answer is YES! This
was figured out by taking inside a matrix J the partial
derivatives of all variables. Then, we calculate det(J-yl)=0.

Active Matter: Predator Prey Interactions ~ilide™

Research

Our research includes coding, creating and
running agent based simulations, modeling
them with differential equations and developing
tools (in matlab) to fit the models to the data
from these simulations.

Some M-Code Snippets

# import data from excel to matlab using upload from the home tab
and then import it into the command window. To access it, do the
following:

A = importdata(“TimeSheepWolvesGrass1.csv')

#

# Smoothing: create spline object and turn it into a function

P=1

Sp_g = csaps(t, g, p) ; sp_s = csapsl(t, s, p); sp_w = csaps(t, w, p);
% In order fo plot it, we have to turn the spline object info a function
using the fval function.

Plot(t, faval(sp_g, 1)); plot(t, fnval(sp_s, t)); plot(t, faval(sp_w, t))

#

# numerical differentiation applied to the splined data
Dg/dt= fnval(fnder(sp_g,1), ); ds/dt = fnval(fnder(sp_s,1), t)
Dwi/dt = fnval{fnder(Sp_w, 1), t);

#

# we estimate parameters using linear regression#. we then use
Runge Kutta to numerically solve the Lotka Volterra

# system with the parameters a b,c,d,e,f and h found above. The
code looks like this: [t,gsw] = oded5(@)(t,gsw) [a*(K-
gsw(1))+b*gsw(2)"gsw(1);c*gsw(1)*gsw(2)+d*gsw(2)+e*gsw(3)"gsw
(2); Fgsw(2)*gsw(3)+h*gsw(3)], [to tf], [gO; sO; wl]

Future Research

1. Further improve the algorithm to estimate the
parameters.
2. Understand the changes in our parameters.
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DEMARC Goal
To Develop Ditt Eq Modeling Projects

(That are g()()d fOI' StUdentS) Leonhard Euler 1707 - 1783

I developed a
modeling project
involving
Euler's Method

and drag (air resistance)

The drag on a ball




Heuristic argument: drag force proportional to v?

A
Fzmazimv% o ‘

dt At

Air Molecules

p = density of air. v = velocity of projectile
A = cross sectional area. Ax = vAt

Mass of air collided with in At = p AAx

——"
volume
Drag Equation

mass air / Ava,,;r X Uprojectile — U s =4

—N 1 2

pAAT  Avgir ) Firag = 53Cp pAv
Farag X A7 ~ pAvv = pAv C'p = drag coefficient
Farag 18 In opposite direction of v.




Euler recursive relation including drag

T 0
Y \ ( 9 \ [nitial conditions
v, | = | 12cos6 Position 2 meters up

y 12sin6 | | Speed 12 m/s
t ) ) \ 0 / Launch angle O varies

o IR ——\/v2+v2 oo |
Uy Uy 2 402
\t)n+1 t)n \ m\/l )n




My honors
student Kujtim
Bardhyll worked
with me to test
the drag model on
a real pendulum.
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@ compadre.org/osp/items/detail.cfm?ID=7365

login - create an account

From Kutjim’s presentation

® [ used Tracker Video Analysis
and Modeling Tool from
Open Source Physics to plot

the points of the tennis ball.

This app tracks objects in
motion. It helped me see the
oscillation points of the

pendulum.

These points are helpful
because they use real time
tracked data points against the

calculations made in python.

[t creates a graph of the points

showing the user where they

are on the x and y axis.

0:S-P

open source physics

SIMULATIONS
EJS MODELING
CURRICULUM
PROGRAMMING
TOOLS

JS/HTML
MATERIALS

BROWSE MATERIALS
RELATED SITES
DISCUSSION
ABOUT OSP
APS Excellence in
Physics Education

Award
November 2019

Science
Science SPORE Prize
November 2011

-

The Open Source Physics
Project is supported by

NSF DUE-0442581.

» home » Detail Page

Search the OSP Collection... |Search |

Computer Program Detail Page

Tracker Video Analysis and Modeling Tool

written by Douglas Brown

Available Languages: English, Spanish, Chinese, Danish, French, German,
Italian, Portuguese, Greek, Czech, Arabic, Finnish, Korean, Swedish, Hungarian,
Dutch, Hebrew, Indonesian, Slovak, Thai, Malay, Polish, Turkish

The Tracker Video Analysis and Modeling Tool allows students to model and
analyze the motion of objects in videos. By overlaying simple dynamical models
directly onto videos, students may see how well a model matches the real
world. Interference patterns and spectra can also be analyzed with Tracker.

Tracker 5.1 installers are available for Windows, Mac OS X, and Linux and include a Java runtime and Xuggle
video engine.

» Tracker 5.1 Windows Installer

* Tracker 5.1 Mac OS X Installer - Instructions

* Tracker 5.1 Linux 32-bit Installer - Instructions

¢ Tracker 5.1 Linux 64-bit Installer - Instructions

Tracker is an Open Source Physics tool built on the OSP code library. Additional Tracker resources,
demonstration experiments, and videos, can be found by searching ComPADRE for "Tracker."

Additional Tracker resources including Tracker help and sample videos are available from the Tracker home
page (link below).

http://physlets.org/tracker/

Subjects Levels Resource Types

- Lower Undergraduate - Instructional Material

- High School = Activity

- Upper Undergraduate = Interactive Simulation
Laboratory

Education Practices
- Curriculum Development
= Laboratory
- Instructional Material Design

- Technology
= Computers
= Multimedia
General Physics
- General
- Measurement/Units

Model
- Tool
= Software
- Audio/Visual
= Movie/Animation

Save to my folders

-

Supplements

2 El

Comments (9)
Shared Folders (15),

Contribute

Make a Comment
Relate this resource
Contact us

Related Materials

Is the Basis For
Tracker Video
Analysis Demo
Package

Is the Basis For
OSP User's Guide
Chapter 16: Tracker

Is the Basis For
Tracker Video
Analysis: Air
Resistance

More...

Similar Materials

Getting_Started with
Tracker Tutorial

Saving_and Sharing

Tracker Experiments
Tutorial
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& pytho

@ Spyder (Python 3.7)

File Edit Search Source Run Debug Consoles Projects Tools View Help

O&s Ee rpOPERG HMCEE=EEpE BX £
Editor - C:\Users\kbard\Desktop\School\HonorsProject\python\WithDragPendulum2NoAnim14ww.py

[ temppy

WithDragPendulum2MoAnim14vaw.py £

s

SP

YDER

The Scien

tific Python Development Environment

‘ C:\Users\kbard\Desktop\School\HonorsProject\python

8 X

o

Variable explorer
@B -

B

yd.append(yy)
Sta = np.array(td)
6xa = np.array(xd)
Jya = np.array(yd)

W W

& 0 60 -

9h = 17
t

40 theta_a = np.sign(xa)*(np.pi/2 - np.arctan( (h - ya)/abs(xa) ))

42g = 9.8

0.858 + 02126 +.02126

= .5
1.21
0.08265
.032

(Cd*d*np.pi*r¥*2)/2

3 class PendulumDrag:
def __init_ (self, 1, theta, vtheta,t):
self.1 =1
self.theta = theta
self.vtheta = vtheta
self.t =t
update_pendulum(self, delta t,g):
self.theta = self.theta + delta_t*self.vtheta

D 000~ O

self.t = self.t + delta_t

Euler(self, dt, g, theta @, theta dot @, t @, t_stop ):

self.t =t @

theta_values = [theta_8]

theta_dot_values = [theta_dot_8]

t_values = [t_0]

while self.t < t_stop:
self_update_pendulum(dt, g)
theta_values.append(self.theta)
theta_dot_values.append(self.vtheta)
t_values.append(self.t)

return theta_values, theta_dot values, t_values

AR B =SV =y

.3937

self.vtheta = self.vtheta + delta_t*((-m¥*g*np.sin(self.theta) - c*np.sign(self.vtheta)*(self.vtheta*self

~

Name Type

float @.1ea52

float 8.e32

list 4 ['1.55E+01', °5.50E+00°, '2.31E+00°, '']

ta floaté4 (456,) [ 8.3  ©.333 0.367 ... 15.4 15.4 15.5 ]

td list 456 [@.3, ©.333, 0.367, 0.4, 0.433, 8.467, 0.5, ©.533, 0.567, 0.6, ...

theta@d float6d 1 1.3838178568759853

[1.38381706 1.29900417 1.15333636 ... ©0.57536726 ©.53232956 ©.35824836

theta_a floatbd (456,)

thatadntf  int 1 a

Variable explorer File explorer Help
IPython console
[ consele1/a @

In [1]: runfile('C:/Users/kbard/.spyder-py3/temp.py’, wdir="C:/Users/kbard/.spyder-
py3")
In [2]: runfile('C:/Users/kbard/Desktop/School/HonorsProject/python/

WithDragPendulum2hoAnimldww.py ', wdir="C:/Users/kbard/Desktop/School/HonorsProject/
python")

Tennis Ball With Weights Pendulum 14 inches with Drag 5.&

‘lll‘lllln

= Model
=== |nterpolated Data
e Data Points

TiALAAA
0 5

10 15

angle in radians

<

IPython console History log

Permissions: RW End-of-lines: CRLF  Encoding: ASCIT Line: 1 Column: 1 Memary: 38 %

The pendulum
data from the
Tracker software
was imported
into Python
where it was
combined with

our ODE
model, which
was solved using
Euler's method.

LX)

From Kutjim’s

presentation




L = 14 inches L = 11 (top)/11.5 (bottom) inches

Tennis Ball No Weights Pendulum 14 inches with Drag 4.5 Tennis Ball No Weights Pendulum 11.5 inches with Drag of 3.5

= Model 51 ﬂ = Model

= |nterpolated Data = |nterpolated Data
” e Data Points n n ” e Data Points

6 8 10 8
time in seconds time in seconds

No added weight

Tennis Ball With Weights Pendulum 14 inches with Drag 4.5 Tennis Ball With Weights Pendulum 11.5 inches with Drag of 3.5

= Model 51 = Model
= |nterpolated Data Interpolated Data
n ” n e Data Points n ﬂ n e Data Points

angle in radians
angle in radians

v

6 8 10 8 10
time in seconds time in seconds
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RESEARCH Using Machine Learning to Recognizing Graphs and Functions
ggggkﬁf Ziqi Polimeros , Borelle Fabrice Tene
Mentor: Professor Chris McCarthy, Borough of Manhattan Community College
! . Training process of the neural ne Model Summary
Original Image Line {negaive slope] o e 8 - O OO @
; a ) Layer (type) Output Shape Param #
wl Bl =
- ' e (None, 126, 126, 64) 1792
0 N + ingut [hand & m«ml h
find (None, 124, 124, 64) 36928
00 2
0 I Neuron max_pooling2d_2 (MaxPooling2 (None, 62, 62, 64) ]
S v 1 o ) ) ) 1 dropout_3 (Dropout) (None, 62, 62, 64)
A pictorial representation of a neuron. hiw,b.x) = f(g(w,b.x)) = flw-2+b) = Ep=r—)
Figure 12 : Hand drawnimage ~ [igure13: Bestfitting (regressed) remm Tlatten_2 (Flatten) (None, 246016)
of a line with negative slope line (black) 15 superlmppsed on the Figure 16 : Process of training our neural net
hand drawn line from Figure 12 . . dense_3 (Dense) (None, 64)
(IlOW colored red). Training > 03 _MNormalDist_Folder
. (a) dropout_4 (Dropout) (None, 64)
Parabola (concave down)
(o:)rlglnal Image OO_ArcTan_FoIder /‘\‘ i o~ Eense_tl (Dense) (None, 7)
100 01_LineNegSlope_Folder NyS——y— R—
02_LinePosSlope_Folder o =] Total params: 15,784,263
200 - ope- Trainable params: 15,784,263
03_NormalDist_Folder /L f\_, Non-trainable params: @
0 oot 04_ParabUp_Folder —
00 » — it fted curve) 05 ParabolaDown_Folder Nermals Nemmeiio) The model summary tells us about the layers in our convolution neural
500 06_Tangent_Folder net.
o~ a For example, the first two layers are convolution layers. Convolution
&0 layers look for features like edges and lines in the image which will help
700 srmalDist_6_15 NormalDist_6_15 to identify the image. Then there are other layers which serve to pool or
5 200 400 a0 [ ®) soz0-4 2oza-s combine data to reduce the complexity or size of the model.
. X . P o~ Then there are layers which work to connect the features by flattening
Figure 14 : Hand drawn image Figure 15 : Best fitting (regressed) — — - the previous layer, e.g. in the Flatten layer we have 62 x 62 x 64 =
of a parabola concave down parabola (black) is superimposed on the  pigure 17 a: Folder structure. Each folder holds training images 246016. The final layer has size 7 because of the seven function types.
hand drawn parabola from Figure 14 of a single category of function. _ et : ; i :
(now colored red). Figure 17b: Contents of the 03_NormalDist_Folder is a mixture U.s1r.1g m.ac 1ne learning we can create r.1e11ra nets which can accurate.y
. . of computer and hand drawn images of the normal distribution. distinguish computer and hand drawn images of graphs of mathematical
Python function that produced the superposed images functions.
fitFile(imgDir, fileName, modelName, classNamesOfFunctions): Nat ) SX,SY, X : s
pnl'edl-epiedlztmn;orhl:(xmgbxr, filaName, moselNa:e, élassNamesOfFuncnons) Python function that superposed rses It takes about 5 minutes depending Of what kind Of Computer you are
LoadedInage = load_ing(ingDir + fileNane) # od ! : . - . . .
p‘l’: fmsﬁiﬂfmadgﬁxmﬁfm ki l = " e hand d function (left) which we i using, to train the neural net to recognize 7 function classes if we use
plt.title('Original Inage', fontsize=32) > o Figures 6 - 15 are of the hand drawn function (left) which we input to about 150 1mages Once tramed the neural net w111 almost instantly
Ii:‘:dedlmage - load_mgg tmggl;; fl}wame. color_mode="grayscale") 4 i 2 our Python program. On the right, is the output of our Python
,,u,,,,;;:y ﬂ;ﬁ:;a;:ze[:? Pl program: the name of the function type, together with the best fitting
nunCols = ImArray.shape[1] # curve of that type (in black), found by regression, and superimposed

ImArrayNorm = 1 - (ImArray/255)
ImArrayNorm2d = np.reshape(ImArrayNorm, (numRows, numCols), order ='C')
IndlceswhereCurveIs = np.where(ImArrayNorm2d > .1) # '

over the original hand drawn image (in red).

e . -
(MRS 1) < TR CatUheraCrvaTs (A1 /amCols) Flgure 17 shows the set up for tralnlnglour neural net.. We used a
p_guess = (pred[2].pmin + pred[2].pnax)/2 mixture of computer and hand drawn images of functions, see Figure

popt, pcov = curve_fit(pred(2].ff, xCoords, yCoords, pd=p_guess) 17 (b). The more training data, especially training data that is similar . . S
fig =plt.figure(figsize=(12,12)) 7 (b) 2 » €SP Y 2 https://expertsystem.com/machine-learning-definition,

ax = fig.add_subplot(111) e Ty oo e caiteperivied, b baifrer Ehe soonsmLy no [3. Wikipedia. Machine Learning. https://en.wikipedia.org/wiki/Machine learnin

ax.set_aspect(1.0/ax.get_data_ratio(), adjustable='box') ization. . 5
fontsizelegend = 20 CatSs0izauon [4]. http://neuralnetworksanddeeplearning.com/index.html
fontsizeAxis = 25 [5]. Francois Chollet. 2018). Deep Learning with Python. Mannig Publications CO.

fontsizeTitle = 30 On our computer, the training images are organized in a certain way. [6]. http://neuralnetworksanddeeplearning.com/chap1 html

plt.plot(xCoords,yCoords, 'r.', label='input (hand drawn)') G & g8 g N = N .
t = np.arange(nin(xCoords), max(xCoords), 8.2) Each training image needs to b? 0 ) GOk @ikE 30y 71. https://towardsdatascience.com/machine-learning-for-beginners-an-
plt.plot(t, pred[2].f(popt, t) , 'k-',label= ‘output (fitted curve)', linewidth=8) folder. We had 7 folders, see Figure 17 (a) . Figure 17 (b) shows what introduction-to-neural-networks-d4of22d238fg

plt.xlabel('x', fontsize = fontsizeAxis) 35 Sl g2 g 5 " : . .
plt.ylabel('y', fontsize = fontsizeAxis) is inside one of those folders. We put a minimum of 20 different [8]. https://machinelearningmastery.com/visualize-deep-learning-neural-network-

ax. legend(loc='center left', bbox_to_anchor=(1, 8.5), = fontsizeLegend) training images in each folder. model-keras/

ax.set_title(pred(2].functionName [8], fontsize = fontsizeTitle) N 5 g q g .
ax.grid() . https://aishack.in/tutorials/image-convolution-examples

o July 2020

[2]. Expert System. What’s Machine Learning?



https://www.tutorialspoint.com/artificial_intelligence/artificial_intelligence_overview.htm
https://expertsystem.com/machine-learning-definition/
https://en.wikipedia.org/wiki/Machine_learning
http://neuralnetworksanddeeplearning.com/index.html
http://neuralnetworksanddeeplearning.com/chap1.html
https://towardsdatascience.com/machine-learning-for-beginners-an-introduction-to-neural-networks-d49f22d238f9
https://machinelearningmastery.com/visualize-deep-learning-neural-network-model-keras/
https://aishack.in/tutorials/image-convolution-examples/
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Bridges with unusual geometries City University of New York  Research Scholars Program (CRSP) 2020 -2021
In textbook treatments of solving the cable equation, symmetry or some knowledge of where the low point of the

cable will be, is used to solve for the horizontal tension To.

\3 SVSPIngimn (\‘\SH‘

The following method solves a more general case.

w(x) = udg(f1(x) — fo(z)) ot i) s

u = density (kg/m?) S Qu.sfvw/lf
d = thickness (m) Fawser cable s
g = acceleration of gravity 9.8 (m/s?)

Q\O(]

2
¢y _ wia) L
dx? TQ

integrate w(x) twice ﬁ‘q(

3) Using BC (tower attachment heights) solve for ¢; and ¢y in terms of Ty
4) For each tension T, (numerically) find minimum of y(x),x € [0, s].

Call this function myT (Ty). Note. myT (Ty) is monotonically increasing.
(5) Find Ty so cable low point myT (T}) is at desired height. (Newton’s Method)
(6) Find x coord of low point of cable. Newton or any lazy algorithm as y(x) is

concave up.
(7) Calculate where suspender cables are attached.

N TN N /‘_"\

1) i
2) y(x) ffw(m) dx dx + c1x + ¢
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Bridges with unusual geometries
In textbook treatments of solving the cable equation, symmetry or some knowledge of where the low point of the

cable will be, is used to solve for the horizontal tension To.

The following method solves a more general case.

w(z) = udg(fi(z) — fo(x)) | rigi

u = density (kg/m?) " Foaer

d = thickness (m) i

g = acceleration of gravity 9.8 (m/s?) fwee
—

2 ’ I ; I -‘l | 6 I 8 I 1]
d?y  w(x) &{%«)

T |« )
integrate w(z) twice | bridee dek o be
-5 S‘-’Sff\f\&?d.

1) i
2) y(x) ffw(w) dx dx + c1x + ¢
) U
)

3) Using BC (tower attachment heights) solve for ¢; and ¢y in terms of Ty
4) For each tension T, (numerically) find minimum of y(x),x € [0, s].

Call this function myT (Ty). Note. myT (Tp) is monotonically increasing.
(5) Find Ty so cable low point myT (T}) is at desired height. (Newton’s Method)
(6) Find x coord of low point of cable. Newton or any lazy algorithm as y(x) is

concave up.
(7) Calculate where suspender cables are attached.
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Bridges with unusual geometries
In textbook treatments of solving the cable equation, symmetry or some knowledge of where the low point of the

cable will be, is used to solve for the horizontal tension To.

The following method solves a more general case.

w(x) = udg(f1(x) — fo(z))

u = density (kg/m?)

d = thickness (m)

g = acceleration of gravity 9.8 (m/s?)

dx? TQ
integrate w(x) twice

1) i
2) y(z) = [ [ = w2 dy d + 1z + co
3) U

)

N TN N /“\
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/

5
0 h\ /(
2 4 6
X
//
e

sing BC (tower attachment heights) solve for ¢; and ¢y in terms of Ty
4) For each tension T, (numerically) find minimum of y(x),x € [0, s].

Solution

Call this function myT (Ty). Note. myT (Tp) is monotonically increasing.
(5) Find Ty so cable low point myT (T}) is at desired height. (Newton’s Method)
(6) Find x coord of low point of cable. Newton or any lazy algorithm as y(x) is

concave up.

(7) Calculate where suspender cables are attached.
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Growth and diffusion of bacteria in a thin pipe.
The bacteria randomly diffuse and replicate.
At each location along the length of the pipe
the carrying capacity is K.

At the ends of the pipe are antibiotics which
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Pipe of length L with bacteria in it

Antibiotics kill bacteria at end of pipe
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Reaction Diffusion Model 10 get our Reaction Diffusion Equation:

Spring 2021 BMCC Foundation Fund dc _ D 826 1 C

R.A. Samuel Boadu Amoako E — o2 TToc o E
N——— ———

Growth and diffusion of bacteria in a thin pipe. diffusion term reaction term

The bacteria randomly diffuse and replicate.

At each location along the length of the pipe BOUIldEH'y COIlditiOIlS
the carrying capacity is K.

At the ends of the pipe are antibiotics which (j(O7 t) — C(L, t) — O

kill any bacteria that reach the ends.

We combine the diffusion PDE c(x, t) — cocentration of bacteria

Oc 2 ¢ x = position in tube
9t D 92 t = time
with the logistic growth model D= leUSIVIty constant
(the reaction term) K = concentration carrying capacity
ac — g C (1 _ i) ro = Instantaneous relative growth rate
at K at low concentrations



Reaction Diffusion Model /Reaction Diffusion Equation N

Numerical Solution Euler's Method 9
- M) ~clat) + Lo at (5= Dy +roc(l-7
clx,t + At) =~ c(x,t) + —(x,t) At |7, — YD) TOC( ——)
ot o~ _0x2 K/
diffusion term reaction term
/ Jc Jc S~ /
52¢ 8$(CIJ—I—A$ t)_(?_:c(x t) \
92 Az
c(xz + Az, t) — c(z,t) c(z,t) — c(x — Az, ) W 52,
_ A Ar e approx1mate —2
= Ax using Finite leferences
T

Q

\\ c(x + Az, t) — Q(CA(?)? + c(z — Az, t) /




Reaction Diffusion Model

Numerical Solution Euler’'s Method

clx,t + At) = c(x,t) + %(m, t) At

dc
ot

"

/Reaction Diffusion Equation )

0% ¢
D=
Ox?
N —

diffusion term

C
+roe(1- )
N——

reaction term

/

c(x + Ax,t) — 2c(z,t) + c(x — Az, t)

c(z, t+At) = c(x,t)+ (D ( (Ax)2

C(SCH_l, tj) — 2(3($7;, tj) + C($i_1, tj

c(xi,tjpr) = C(%‘atj)+(D ( (Ax)?

Tiy1 = T; + Ax
Ti1 = x; — Ax
tj_|_1 = tj + At

)) + ro c(zi, t;

) + oz, t) (1 _ C(a;(’,t))) At

(1))



Reaction Diffusion
Model

Numerical Solution Euler's Method
Tit1 = T; + Ax
Li—1 — Ty — Ax

KReaction Diffusion Equation )
dc 0%c ( c )

ot Ox?
——

\ diffusion term reaction termj

c(zi,tit1) = c(a:@-,tj)+(D (C(x”l’tj) — 2l ty) C(m""_l’tj)) + 1o cwi, t) (1 _ @ity ))) At

(Az)?

K

Rmet @C(:U@, j+1) /\
/ ‘\ This finite difference numerical method works
éovmo/ﬂ" ) I?DV"‘{‘;,(ﬂi
o Fion i1, :17@ "y Con ong .
Cao(o £) ;O o m“ - C(t,ﬂl’o provided the Courant number:
—
At
D < 0.5
(Az)? —

0
. . .« e s \Wl”l“'

Pipe of length L with bacteria in it 1 4. NS For details see convergence of numerical
( ' () Cona T solutions of the diffusion equation. E.g., Section 3.2
¢ ( °\ of “Numerical Methods of PDE’s” by Seongjai Kim.

: \ Antibiotics kill bacteria at end of pipe /



c(x,t)

“convergent” Courant number =0.49791 < 0.5

D At/ (Ax)? = 0.49791

K=10 D=10.1

—
o
1

Pipe of length L with bacteria in it

_ ; J

\ An.t'ibiotics kill bacteria at end of pipe /

oc O?c
5~ Poz
N——

diffusion term reaction term

Reaction Diffusion Equation
Solution

Tube of length L = 1.
K =10 = carrying capacity

Blue = initial concentration of
bacteria

Red = steady state solution

Animation produced in Matlab
using Euler FD numerical method



oc 0°c C
Y D— +1rogcl{l— —
“convergent” Courant number =0.49791<0.5 6t 8372 K

diffusion term reaction term

K= 10 D= 101 DAt/(Ax) "049791

...... I Y = —— N Reaction Diffusion Equation
' ’ e ' | Solution

Tube of length L = 1.

K =10 = carrying capacity

Blue = initial concentration of
bacteria

\ Antibiotics kl” bacteria at end of plpe

) _‘\ R e \\ \‘\ N \\ \\‘ A\
S By N £ K \

...... . — = T :\.:; \ \ \ - Red = steady state solution

Animation produced in Matlab
using Euler FD numerical method
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Oc 0°c

N 2 K
“NOT convergent” Courant number = 0.50037 > 0.5 8t 8:1?
i K=10 D=10.15 D At/ (Ax)? = 0.50037 diffusion term reaction term
9 -
8T Reaction Diffusion Equation
Solution
?’ -
6L Tube of length L = 1.
= Pipe of length L with bacteria in it - -
X 9T N — — — K'=10 = carrying capacity
o : : : :
| S|
\ Antibiotics kill bacteria at end of pipe / Blue = initial concentration of
3 bacteria
Red = steady state solution

Animation produced in Matlab
using Euler FD numerical method




“NOT convergent” Courant number = 0.50037 > 0.5

K=10 D=10.15

Pipe of length L with bacteria in it -
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.

0.4 0.6

0.2

0.8

D At/ (Ax)? = 0.50037

D% c
D==
ox?
Rf—/

diffusion term reaction term

Reaction Diffusion Equation
Solution

Tube of length L = 1.

K =10 = carrying capacity

Blue = initial concentration of
bacteria

Red = steady state solution

i - Animation produced in Matlab

using Euler FD numerical method
1



c(x,t)

Larger D = faster diffusion. Bacteria diffuse to deadly pipe ac 82 C

C
ends, from safety of pipe’s interior, more quickly. E — D W —|— To C (]_ — E)
“convergent” Courant number =0.49928 < 0.5 L
,K=10 D =100 nx =317 At = 5-08 D At/ (Ax)? = 0.49928 diffusion term R EOLOLL TR
9 -
8t Reaction Diffusion Equation
Solution
7’ -
6L Tube of length L = 1.
5t Pipe of |ength L with bacteria in it K — 10 — Carrylng CapaCIty
4 ( : : O Bl — B BOE :
oL _ A ue = initial concentration of
5L \ Antibiotics kill bacteria at end of pipe / bacteria
Red = steady state solution

Animation produced in Matlab
using Euler FD numerical method




Larger D = faster diffusion. Bacteria diffuse to deadly pipe 8@ 82 C C
ends, from safety of pipe’s interior, more quickly. —_— = D —2 —|— To C (]_ — —)
“convergent” Courant number =0.49928 < 0.5 8t \ 827 , \ K y
: : ‘ : : : 1 ] r 10N rim
| JK=10 D=100nx=317 At=5e-08 D At/(Ax)?=0.49928 diffusion term eaction te
9 =
. .. ___________ ___________ ___________ ___________ ___________ ___________ Reaction Diffusion Equation
‘ | ' ' ' ‘ Solution
7 &
B - % o o Tube of length L = 1.
g o Pipe of Iehgth L with bacteria in II' K =10 = carrying capacity
g R P N Blue = initial concentration of
all \ Antibiotics ?(I" bacteria aét end of plpeé / bacteria
Red = steady state solution

Animation produced in Matlab
using Euler FD numerical method




Larger D = faster diffusion. Bacteria diffuse to deadly pipe ac 82 C

C
ends, from safety of pipe’s interior, more quickly. 8_ — D W —|— To C (]_ — E)
“NOT convergent” Courant number =0.50245 > 0.5 t L
g N’ N, —
,oK=10 D =100 nx =318 At = 5e-08 D At/ (Ax)% = 0.50245 diffusion term reaction term
g -
8r Reaction Diffusion Equation
Solution
?’ -
6 - Tube of length L = 1.
X 5l Pipe of length L with bacteria in it = 10 = i i
% 5 ipe or leng wi acreriaini K — 10 — Carrylng CapaCIty

of . ; J

. Blue = initial concentration of
\ Antibiotics kill bacteria at end of pipe / S
3 | acteria

Red = steady state solution

Animation produced in Matlab
using Euler FD numerical method




Larger D = faster diffusion. Bacteria diffuse to deadly pipe 8@ 82 C C
ends, from safety of pipe’s interior, more quickly. — = D —2 —|— To C (]_ — —)
“NOT convergent” Courant number =0.50245 > 0.5 8t \ 8'1: ), _/_K/

K=10 D =100 nx = 318 At = 5¢-08

|

‘ 1
i 3 ;“
| ‘1 hl

Pipe of length L with bacteria in it

D At/ (Ax)? = 0.50245 diffusion term reaction term

Reaction Diffusion Equation
Solution

Tube of length L = 1.

K =10 = carrying capacity

Blue = initial concentration of

Antlblotlcs k||| bacteria at end of plpe bacteria

3 + M "i ‘l il
2 ' ” , ,. HH” la ” E Red = steady state solution
.... ””ll l‘
"!’ . . .
1 I““”:i,l ‘ IH. lll” || Animation produced in Matlab
. ‘!. ,,,, I . .
3___0 illl W ;‘!"Méww I ..miiiii'ii;;';-i--‘- using Euler FD numerical method
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Reaction Diffusion Equation
Samuel Boadu Amoako & Professor Chris McCarthy
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Our Project Background Method and Results plotiium = 200007
Reaction diffusion Partial Differential - 3 t:gF:::fe ETEZSEESEEEX ;
Equations are used to model a variety of @ Ox-63 figure (i) ;
phenomena in biology, chemistry, and physics. - T 5za * - hold on; o o
We use a reaction diffusion equation to model -_ %= €27, o "= plot(x,C(:, 1), 'b', 'Linewidth',4); =
bacteria in a thin tube that has antibiotics at Pl S S o - 3 1 ) SSES(CL ;flOtNum) P eI )
both ends. The bacteria diffuse and replicate in L L S ylabel ('c(x,t) ") ;
the tube. When they reach the ends of the tube _ 2 = axis tight manual

set (gca, 'nextplot', 'replacechildren');

they die due to the antibiotics.

The figure above represents the tube with the

The animation above shows random motion leads to diffusion . o .
bacteria. The tube is orientated alone the x axis..

V=VideoWriter ('RDl.avi');

. ) open (v) ;
The diffusion PDE: 5 5 Diffusion is the movement of particles from a for X 7 li200splotian
* . . . (o} on
ve _ o region of higher concentration to lower blot (x,C(:, k)
ot a2 concentration. Mathematically diffusion occurs frame = getframe (gcf) ;

in response to a concentration gradient.
is a consequence of Fick’s law which states that ;4 figure below shows Fick’s first law of

writeVideo (v, frame);
getframe;

M(k) =
particles diffuse from higher to lower

concentration.

We combine the diffusion equation with the
differential equation for the logistic growth
model for bacteria (the reaction term):

diffusion: that the net flux (or flow of particles) is
proportional to the negative gradient. The
gradient is the slope of the concentration
function. In this figure the slope (gradient) is
negative. So, the net flow of particles is in the
positive direction.

The figure above represents a section of the tube with
diffusing bacteria.

Below is the Matlab code we developed to
numerically solve the reaction diffusion equation. It
makes use of the Euler (Finite Difference) method.
On the right is the final frame from the animation

produced by the code. An initial concentration is
shown in dark blue. Eventually the distribution takes

de

I Flux J :
— 7(—1(}‘{ — (‘) H an upside-down U shape.
dt K numx = 111;
. e . = : i numt = 20000;
to get our reaction diffusion equation. = gradient = g(X: dx = 1/ (oumx - 1);
e 92¢ ?‘n E dt = 0.0000005;
=D—+ —c¢(K — ¢ = dt/dx"2
Ot ot2 K ( ) g x = 0:dx:1;
Boundary Conditions: = E(:) Zirgf (nums, numt) ; 0 02 0.4 06 08 1
bacietia ano kil b Chinn”
bacteria are killed by antibiotics position, x c (1rngm>5<> =0 Discussion And Conclusion
* mu = 0.5; . . .
at the ends of tube z =0 and z = L sigma = 0.05; We were able to solve the reaction diffusion
— concentrati The logistic growth model for bacteria assumes that for i=2:numx-1 equation numerically and create an animation
¢ = concensration bacteria are less successful at reproducing as the C(i,1) = exp(-(x(i)- showing the concentration of bacteria over time.

x = position

t = time

D = diffusivity constant

K = concentration carrying capacity
rg = instantaneous relative growth
rate at low concentrations

concentration (density) of bacteria increases due to mu) ~2/(2*sigma2)) /
overcrowding and competition for resources. If the sqrt (2*pi*sigma”2);
bacteria concentration exceeds the carrying capacity end

K, the bacteria will start to die off more quickly than
they reproduce. As a result, in the logistic growth
model, the carrying capacnty is a stable equ|I|br|um
the concentratio 3 3

Regardless of the initial conditions we chose (dark
blue curve), in the end, the bacteria concentration
would take the form of an upside-down U shape.
In the above figure L = 1 and most of the bacteria
are concentrated between x=0.2 to x=0.8. This is
due to the bacteria at the ends of the tube being

for i=2:numx-1

C(i,1) = 1+ 1*sin(x(i)*2*pi);
end
k=10; r = 100;

. . . . . capacity. for j=1:numt . DL e
We numerically solve this reaction diffusion pacty £ 1341) = t(3) + dats killed by the antibiotics.
equation and use it to analyze the diffusion and for i=2:numx-1 ALKNUWLEUGEIVIEN 1>
i - . . C(i,3+1) = C(i,3) + . .
gﬂ?iﬁgiirfs“;{]b%ftﬁiﬁgga In atube with Ehotto of e col 10% (dt/dx~2) * (C(i+1,) - 2#c(i,3) +  Special thanks to BMCC Foundation Fund for the
. acteria C(i-1,3)) + r*C(i,J)*(k - C(i,3))*dt;  funding and my mentor Chris McCarthy.

end
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Newton’s Law of Cooling

dy k(T = y). where

Newton’s Law of Cooling * is based on the differential equation &
dt
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