


Le Monde Bouleverse'



In the eight months since Brian asked me 
to do this keynote a lot has happened 

that builds on longterm trends 
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• Plagiarism 

• Provenance 

• Artistic Integrity 

•Explainability



We all know the events since June 2023 

• Hamas’ terrorist attack on October 7, 2023 

• Carnage and destruction in Gaza 

• Carnage and destruction in Ukraine 

• The breakdown of the body politic in the 
United States and elsewhere 

• The crescendo of mis- and dis-information, 
now powered by AI



We need to understand AI and use it to 
better our world not make it worse.





Large Language Models and George 
Santos Both Pass the Turing Test



A Great Start

But we need to change 
what and how we teach

• The math underlying AI to 
better use AI and to engage 
students 

• Modeling = Understanding        
far less algebra



Machine Learning Intelligence and  Intelligence by Design

Daniel Kahneman: Thinking, Fast and Slow
Fast 

• Unconscious 

• Highly Parallel 

• Broadly-based 

• Instinctive 

• Informal 

• Hard to Explain 

• Learning 

Slow 

• Conscious 

• Linear 

• Focused 

• Rational 

• Often Mathematical 

• Logical 

• Design 



An Example of Fast Thinking — 3D Vision



An Analogy - Artificial and Human Intelligence

This is a very controversial analogy - my take 

• Inevitable 

• As useful for understanding human intelligence as AI 

• Can we use AI as a laboratory for learning about learning? 

• Can we use AI as a  laboratory for learning about 
communication? 

• Can we use AI as a laboratory for learning about 
intelligence? 



https://arstechnica.com/science/2023/07/a-jargon-free-explanation-of-how-ai-large-language-models-work/





One First Model



One Second Model



One Third Model



Measuring Parameters



Less Algebra, More Understanding
An Example that Resonates



A Far Better Analysis 
Real Understanding and More General



First of Three Key Ideas



Second Key Idea - Linearity and Superposition



Start with just first period of forcing



Third Key Idea - Autonomous and Time Shift





Focus on Two Mathematical Ideas Underlying LLMs

• Word Vectors — Also a good example of modeling 

• Transformer architecture



How can we model or represent “words?”

The next five slides jump to the punchline













Word Vectors
• As a first approximation think of a word as a text segment, which 

may be part of an (English)  word or several English words.  The 
English word “unbelievable” might yield three words un + believ(e) 
+ able and the two English words “New” and “York” might yield 
the single word New York. 
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+ able and the two English words “New” and “York” might yield 
the single word New York. 
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• Each occurrence of a word in a text is represented by its own 
word vector.  Think of the text “New Year’s eve in New York City” 

• As intelligence, either human or machine, attempts to understand 
text, both the words and the vectors that represent them change. 

• Most dimensions are “hidden.”  I would argue that this is true both 
for human and machine intelligence.







Machine Learning Intelligence and  Intelligence by Design

Daniel Kahneman: Thinking, Fast and Slow
Fast 

• Unconscious 

• Highly Parallel 

• Broadly-based 
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If you’ve served recently in a civil or criminal trial 
the judge almost certainly gave you instructions 
about “unconscious bias” based in part on the 
work of Daniel Kahneman on fast thinking.   The 
instructions I was given as a juror seemed 
somewhat contradictory.  

• On the one hand we were cautioned to avoid 
judgements based on stereotypes. 

• On the other hand we were told to make 
decisions about witnesses’ credibility using our 
common sense in the same ways we do in 
everyday life.





Artificial 
Intelligence

Human 
Intelligence



Perhaps we can learn more about the mistrust of science by studying how 
LLMs and people fast learn about the word “scientist” or “doctor.”  Part of 
the urgency behind the NAS summit was mistrust related to COVID-19. 

Google’s key word2vec project (2013) underlies the first step in the vector 
representation of words including words like “doctor.”  We begin with a 
large text corpus (training data) and build vector representations of words 
by looking at things like how often different words appear in the same text 
and their proximity - that is, by looking at the context of each appearance. 

For most people the training data for the word “doctor” includes their 
own formal and informal education, their own and their friends’ 
interactions with doctors, and appearances and portrayals of doctors in 
the media including advertisements.

CASCADE:  List some common contexts for “doctor” and 
describe how these contexts might lead to trust or distrust.













Are Mis- and Dis-information really the problem?



Focus on Two Mathematical Ideas Underlying LLMs

• Word Vectors — Also a good example of modeling 

• Transformer architecture









Learning about transformer architecture by probing

CASCADE:  Respond as a human to the probe above.







Large Language Models and George 
Santos Both Pass the Turing Test



A Great Start
But we need to change 
what and how we teach

• The math underlying AI to 
better use AI and to engage 
students 

• Modeling = Understanding        
far less algebra 

• “Learning” AI does not 
contribute to understanding 
BUT 

• Learning about “Learning” AI 
does.




