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CONFERENCE-BASED 
UNDERGRADUATE EXPERIENCES: 



SCIENTIFIC MEETINGS 

Undergraduates can benefit from conference attendance 

•  See how real research is done 

•  Get a broad sense of active research (even if it’s hard to understand) 

•  Network with PIs who may be looking for graduate students 

 

Conferences are the cornerstone of CS dissemination 
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SCIENTIFIC MEETINGS 

The catch: which undergraduates get this opportunity? 

All Undergraduates 

Talk about Research 

Research Opportunity 
(local or REU) 

Contribute to a Project 

Attend a Conference 

Usually done in “Disciplinary Silos” 

Some students may not even 
think to ask about research 

Work/family obligations, 
cannot obtain funding 

Unfinished project, lack of travel support, 
graduated & moved on 

Challenges 

[Davis 2015] 

5/20/2019 (Education III) Great Lakes Bioinformatics Conference 



COURSE-BASED UNDERGRADUATE 
RESEARCH EXPERIENCES (CURES) 

The goal: Expose more undergraduates to research 
An Example: the Genomics Education Partnership (GEP) [Lopatto 2008] 
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Assertions need Evidence 
Analyze Data 

Science Writing 



CONFERENCE BASED UNDERGRADUATE  
RESEARCH EXPERIENCES 

Integrate conference attendance with a course 

All Undergraduates 

Introductory Course 

Lowers the barriers for conference 
attendance 

•  Any student with the prereqs can attend 

Students are not necessarily CS majors or 
interested in graduate school 

•  Focus on learning about  
research and career opportunities 

•  Goal is for students to  
clarify their career interests 
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Upper-level Course 
& Attend a Conference 



CONFERENCE BASED UNDERGRADUATE  
RESEARCH EXPERIENCES 

Why did we do this? 
•  Scientific Conferences 
•  Integration in a Course 

What’s next? 
 

CCF #1643361 
(2016-2017) 

How was it implemented? 
•  The Institution & Course 
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REED COLLEGE (PORTLAND, OR) 

Private Liberal Arts Institution 

•  About 1,400 undergraduates 

•  About 140 faculty  

•  Year-long intensive senior thesis 

Biology Department 

•  11.5 Faculty (one of the largest) 

•  Emphasis on research (informally) 

Computer Science Department 

•  3 Faculty (est. this year) 

•  CS Major established  
Fall 2017 

Photo credits: Bruce Forster; Stacey Kim 

Students have deep research experiences 
in a limited number of fields 
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BIO331: COMPUTATIONAL SYSTEMS BIOLOGY 

•  “Applied Graph Algorithms” implementation-heavy course (Python) 

•  Prerequisites: Intro to CompBio (BIO131) or CS1 + some bio 

 

NSF Grant for Undergraduate Travel 

•  Implemented the 1st time BIO331 was offered 

•  Students didn’t know conference travel would be part of the course 

•  Grant funded an additional two students to ACM-BCB 2017 

Food Webs Animal Social Networks PPIs GRNs Signaling Pathways 

CCF #1643361 
(2016-2017) 
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STUDENT MAKEUP 

Thirteen Students 

•  7 students in BIO331 

•  4 students from Intro to Comp Bio 

•  2 recent graduates living in Seattle 

•  38% women; 31% URM 

Field Trip! Computational Biology on the Road

Modified from an original blog post from https://annamritz.wordpress.com

Anna Ritz
Biology Department, Reed College

Portland, Oregon

aritz@reed.edu

ABSTRACT

A few weeks ago I took my students to the Association for

Computing Machinery Conference on Bioinformatics, Com-

putational Biology, and Health Informatics (ACM-BCB) in

Seattle, WA. It was a fantastic experience for everyone in-

volved, and the organizers did an excellent job running the

conference. I asked my students to reflect on the conference,

and I figured I should do the same.

This report also highlights some features of the ACM La-

TeX template. The original bio331-sample.tex file is avail-

able on Moodle.

Keywords

ACM; conferences; undergraduate research

1. MOTIVATION

When I learned that ACM-BCB 2016 was going to be held

in Seattle, I jumped at the chance to take Reed students.

ACM-BCB is a computer science conference focused on ap-

plications to computational biology and health informatics,

and I have published there in the past [1]. My upper-level

class, Computational Systems Biology, included a great mix

of biology and math/CS majors. Thirteen Reed students

attended ACM-BCB (Table 1).

1.1 Broader Impacts of Conference Travel

The timing and location of the conference coincided per-

fectly with my Computational Systems Biology class, and

I received funding from the NSF for student travel. The

grant, titled A Course-Based Undergraduate Confer-
ence Experience in Computational Biology, o↵ers the
following broader impacts (phrasing borrowed from the pro-

posal abstract). First, it will promote interdisciplinary re-

search by educating students about computer science ap-

plications within biology. Second, it will empower students

with a unique opportunity that few undergraduates obtain,

leading to an anticipated increased confidence in engaging in
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Figure 1: The group before boarding Seattle’s Great
Wheel at Pier57. From left to right: Elaine, Eli,
Erik, Nick, Mina, Amy Rose, Yurel, Rose, and Karl.
Not shown: Emily, Vikram, Danny, and Barney.

science and scientific research. Third, it will provide an op-

portunity for Principal Investigators (PIs) from other insti-

tutions to interact with strong interdisciplinary undergrad-

uates.

1.2 Recruiting and Retaining STEM Students

As a computer scientist, I am interested in recruiting stu-

dents to computational fields and supporting them if they

decide to continue this line of study. My classes are in-

terdisciplinary in nature, o↵ering a unique opportunity to

engage students in computational biology material. As I

wrote in the NSF proposal, conference travel is available

to any student to takes my upper-level class, encouraging

students from both computational and non-computational

backgrounds to attend:

The proposed travel is also a potential mechanism for re-

cruiting underrepresented groups in STEM. The introduc-

tory computational biology courses in 2015-2016 included

students from all years (freshmen through seniors) majoring

in eight di↵erent areas (including four outside the Division

of Math & Natural Sciences). Further, 60% of the students

who completed the course were women, a group tradition-

ally underrepresented in computer science. Thus, the pool

of students eligible for the upper-level course (and the pro-

posed conference travel) include a group that is diverse in

terms of gender, class year, and declared major.

– NSF Proposal Abstract
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CONFERENCE BASED UNDERGRADUATE  
RESEARCH EXPERIENCES 

Why did we do this? 
•  Scientific Conferences 
•  Integration in a Course 

How was it implemented? 
•  The Institution & Course 
•  The Conference 

What’s next? 
 

CCF #1643361 
(2016-2017) 
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ACM-BCB 2016 (SEATTLE, WA) 

Flagship conference of the ACM SIGBio 

•  Intentionally Broad: CompBio, Bioinformatics, and Health Informatics 

•  Relatively diverse in terms of women, PIs from all career stages  

•  Easy to Get To: 3 hours by train 

•  Relevant: Workshop directly related to Computational Systems Biology 

•  CNB-MAC: Computational Network Biology: Modeling, Analysis, and Control 

5/20/2019 (Education III) Great Lakes Bioinformatics Conference 



STUDENT ASSIGNMENTS 

Before the Conference 

1.  Read Abstracts 
from CNB-MAC 

2.  Prepare to field 
questions 

During the Conference After the Conference 

Gene Expression Based Computation Methods

for Alzheimer’s Disease Progression

using Hippocampal Volume Loss and MMSE Scores ⇤
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ABSTRACT
Personalized relevance parameterization methods (PReP-AD) based
on artificial intelligence computation techniques are introduced to
investigate the impact of gene expressions on Alzheimer’s disease
(AD) progression. Our PReP-AD methods make use of the expres-
sions of the genes that affect AD-related protein biomarkers (e.g.,
Ab1�42 and tau proteins), mini mental state examination (MMSE)
scores and hippocampal volume measurements from ADNI database
for the patients with mild cognitive impairment (MCI), an interme-
diate stage from normal cognition to AD. For MCI patients, disease
progression is computed with PReP-AD-MMSE and PReP-AD-HVL
methods, where the former utilizes the change in MMSE scores and
the latter based on the rate of hippocampal volume loss over time.
The performance of both methods are assessed with an algorithm
implemented using leave-one-out-cross-validation (LOOCV). The
cognitive changes of AD patients with MCI stage are detected with

⇤ The initial research used in this work was supported by U.S. Army
Communications-Electronics RD&E Center contracts W15P7T-09-
CS021 and W15P7T-06-C-P217, and by the NSF grants ECCS-
0421159, CNS-0619577 and IIP-1265265. The contents of this
document represent the views of the authors and are not necessar-
ily the official views of, or are endorsed by, the U.S. Government,
Department of Defense, Department of the Army or the U.S. Army
Communications-Electronics RD&E Center.
† Data used in preparation of this article were obtained from the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (ad-
ni.loni.usc.edu). As such, the investigators within the ADNI con-
tributed to the design and implementation of ADNI and/or pro-
vided data but did not participate in analysis or writing of this
report. A complete listing of ADNI investigators can be found
at: http:\\adni.loni.usc.edu\wp-content\uploads\how_to_apply\ADNI_
Acknowledgement_List.pdf
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both our MMSE score and hippocampal volume based computation
methods. We observe an average error rate of 4.8% with PReP-
AD-MMSE over a 72-month period and 1.63% with PReP-AD-HVL
over 12 months. The promising results indicate that artificial intelli-
gence based computation methods can be utilized to build decision
support tools for AD progression.

Categories and Subject Descriptors
G.4 [Mathematical Software]: Algorithm design and analysis ;
J.3 [Life and Medical Sciences]: Biology and genetics, medical
information systems

General Terms
Algorithms, Measurement, Design

Keywords
Alzheimer’s disease, gene expressions, hippocampal volume loss,
MMSE scores, mild cognitive impairment, MCI, AD biomarkers

1. INTRODUCTION
Alzheimer’s disease (AD), the primary cause of age related de-

mentia, is associated with a decline in cognitive abilities due to irre-
versible deterioration of brain functions [1]. Cognitive impairments
of elderly people, such as loss of memory, language and judgmental
deficits, are main symptoms of AD [2]. The intermediate stage that
AD patients experience while passing through a gradual transition
from normal cognition to AD is termed Mild Cognitive Impairment
(MCI) [3]. An increasing need for computational methods emerges
to evaluate cognitive impairment and diagnose dementia in preclin-
ical or early clinical stages of AD, including MCI stage [4].

The cognitive decline in aging and AD can be linked to hip-
pocampal volume atrophy with the assessment of repeated 3D MRI
scans [5]. For example, Jack et al. [3] reported a significant dif-
ference in annualized percentage change of hippocampal volume
among AD patient groups based on their MRI examinations. An-
other measure of cognitive impairment in AD type dementia is the
Mini-Mental State Examination (MMSE), which is a 30-point ques-
tionnaire [1]. With MMSE, the cognitive and behavioral status of
patients, such as attention, concentration and short term recall, are

Alshawaqfeh et al.
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Inferring Microbial Interaction Networks from
Metagenomic Data Using SgLV-EKF Algorithm
Mustafa Alshawaqfeh
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and Erchin Serpedin
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Abstract

Background: Inferring the microbial interaction networks (MINs) and modeling their dynamics are critical in

understanding the mechanisms of the bacterial ecosystem and designing antibiotic and/or probiotic therapies.

Recently, several approaches were proposed to infer MINs using the generalized Lotka-Volterra (gLV) model.

Main drawbacks of these models include the fact that these models only consider the measurement noise

without taking into consideration the uncertainties in the underlying dynamics. Furthermore, inferring the MIN

is characterized by the limited number of observations and nonlinearity in the regulatory mechanisms.

Therefore, novel estimation techniques are needed to address these challenges.

Results: This work proposes SgLV-EKF: a stochastic gLV model that adopts the extended Kalman filter (EKF)

algorithm to model the MIN dynamics. In particular, SgLV-EKF employs a stochastic modeling of the MIN by

adding a noise term to the dynamical model to compensate for modeling uncertainties. This stochastic

modeling is more realistic than the conventional gLV model that assumes that the MIN dynamics are perfectly

governed by the gLV equations. After specifying the stochastic model structure, we propose the EKF to

estimate the MIN. SgLV-EKF was compared with Nelder’s and Stein’s algorithm on two synthetic data-sets

and two real data-sets. The first data-set models the randomness in measurement data, whereas, the second

data-set incorporates uncertainties in the dynamics. The real data-sets were taken from a recent study on

antibiotic-mediated Clostridium di�cile infection. SgLV-EKF outperforms the existing algorithms in terms of

robustness to measurement noise, modeling errors, and tracking the dynamics of the MIN. Particularly,

SgLV-EKF provides consistent accuracy irrespective of modeling errors whereas Nelder’s algorithm diverges and

Stein’s algorithm infers parameters that lie in the unstable region of the dynamic system. The execution time

of SgLV-EKF is comparable to Stein’s algorithm, and is tens of times faster than Nelder’s algorithm.

Conclusions: Performance analysis demonstrates that the proposed SgLV-EKF algorithm provides a powerful

and reliable tool to infer MINs and track their dynamics.

Keywords: Microbial interaction network; Extended Kalman filter; Metagenomics; SgLV-EKF algorithm

Background

The microbiota, a conglomeration of all the bacte-
ria living on/in the human body, is now being exten-
sively studied in order to understand its relevance to
the host. Interestingly, it has been suggested in sev-
eral works that the maintenance of a stable microbial
ecosystem is necessary for a healthy life [1]. For in-
stance, a disruption of the stable state of the micro-
biome, referred to as ‘dysbiosis’, is directly linked to
obesity [2, 3, 4], diabetes [5], inflammatory bowel dis-
ease (IBD) [6] and cancer [7, 8].

*Correspondence: mustafa.shawaqfeh@tamu.edu
1Bioinformatics and Genomic Signal Processing Lab, ECEN Dept., Texas
A&M University, 77843-3128 College Station, USA

Full list of author information is available at the end of the article

Even though the bacteria have been recognized as
playing a key role in defining the health and disease
states, their study has represented a challenge in the
past due to several reasons. First, the bacteria were
mainly studied through cultivation. Many bacterial
groups were neither known earlier nor cultivated in a
large number in a laboratory setting. Second, in vitro
measurements do not match real in vivo values be-
cause the laboratory conditions do not match the en-
vironment of the host [9]. However, recent advances in
high-throughput sequencing have overcome these lim-
itations. At present, the sequencing technologies pro-
vide the researchers with cross-sectional and longitudi-
nal microbial compositions in di↵erent environments.

Detecting Communities in Biological Bipartite Networks
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Pullman, Washington
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Washington State University
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ABSTRACT
Methods to uncover and extract community structures are
required in a number of biological applications where net-
worked data and their interactions can be modeled as graphs,
and observing tightly-knit groups of vertices (“communi-
ties”) can o↵er insights into the structural and functional
building blocks of the underlying network. While classical
applications of community detection have focused largely
on detecting molecular complexes from protein-protein net-
works and other similar graphs, there is an increasing need
for extending the community detection operation to work for
heterogeneous data sets — i.e., networks built out of multi-
ple types of data. In this paper, we address the problem of
identifying communities from biological bipartite networks
— networks where interactions are observed between two

di↵erent types of vertices (e.g., genes and diseases, drugs
and protein complexes, plants and pollinators). Toward de-
tecting communities in such bipartite networks, we make the
following contributions: i) we define a variant of the bipar-
tite modularity function defined by Murata to overcome one
of its limitations; ii) we present an algorithm (biLouvain),
building on an e�cient heuristic that was originally devel-
oped for unipartite networks; and iii) we present a thorough
experimental evaluation of our algorithm compared to other
state-of-the-art methods to identify communities on bipar-
tite networks. Experimental results show that our biLouvain
algorithm identifies communities that have a comparable or
better quality (bipartite modularity) than existing methods,
while significantly reducing the time-to-solution between one
and three orders of magnitude.

Categories and Subject Descriptors
G.2.2 [Graph Theory]: Graph Algorithms; I.5.3 [Clustering]:
Algorithms, Similarity measures

General Terms
Algorithms

Permission to make digital or hard copies of all or part of this work for personal or

classroom use is granted without fee provided that copies are not made or distributed

for profit or commercial advantage and that copies bear this notice and the full cita-

tion on the first page. Copyrights for components of this work owned by others than

ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-

publish, to post on servers or to redistribute to lists, requires prior specific permission

and/or a fee. Request permissions from permissions@acm.org.

BCB’16, October 2–5, 2016, Seattle, WA, USA.

Copyright 2016 ACM. ISBN 978-1-4503-4225-4/16/10 ...$15.00.

DOI: http://dx.doi.org/10.1145/2975167.2975177.

Keywords
Heterogeneous biological data, biological bipartite networks,
graph algorithms, community detection

1. INTRODUCTION
The increasing identification and characterization of genes,

protein complexes, diseases, and drugs have highlighted a
need to incorporate heterogeneity while analyzing complex
biological data. Identifying “community” structures that
transcend data boundaries could provide new insights that
may not be readily visible by examining only a specific data
type in isolation. For instance, identifying a group of genes
that have been implicated across a set of diseases could pos-
sibly reveal hidden links among seemingly di↵erent diseases
or disease conditions, and in the process help identify new
drugs and therapies [8]. Similarly, identifying active gene
clusters across di↵erent subsets of brain regions could pro-
vide new insights into brain function [13].

Graph-theoretic representations o↵er a natural way to mo-
del networks built out of heterogeneous data. In this pa-
per, we focus on bipartite networks as a way to model the
interplay between two di↵erent data types. Bipartite net-
works are those which have two types of vertices such that
edges exist only between vertices of the two di↵erent types.
Some examples of biological bipartite networks include (but
are not limited to) gene-disease [19], gene-drug [11], plants-
pollinators [7], and host-pathogen [22]. Once modeled as a
bipartite network, we can view the problem of identifying
cluster structures between the two di↵erent data types as a
problem of community detection in bipartite networks.

Given a graph, the goal of community detection is to parti-
tion the set of vertices into “communities” such that vertices
that are assigned to the same community have a higher den-
sity of edges among them than to the vertices in the rest
of the network. Community detection can be used to reveal
hidden substructures within real world networks, without
any known prior knowledge on either the number or sizes of
the output communities.

Community detection is a well studied problem in litera-
ture [9]. However, the treatment of the problem on bipartite
networks has been sparse. Because edges connect vertices of
two di↵erent types, the classical definition of communities
[18] does not directly apply. Instead, the notion of communi-
ties needs to be redefined so that a community of vertices of
one type is formed on the basis of the strength of its shared
connections to vertices of the other type (as shown in the
example in Figure 1).

Jeong and Yoon
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SEQUOIA: Significance enhanced network

querying through context-sensitive random walk

and minimization of network conductance

Hyundoo Jeong and Byung-Jun Yoon*
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bjyoon@ece.tamu.edu
Department of Electrical and
Computer Engineering, Texas
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Full list of author information is
available at the end of the article

Abstract

Background: Network querying algorithms provide computational means to
identify conserved network modules in large-scale biological networks that are
similar to known functional modules, such as pathways or molecular complexes.
Two main challenges for network querying algorithms are the high computational
complexity of detecting potential isomorphism between the query and the target
graphs and ensuring the biological significance of the query results.

Results: In this paper, we propose SEQUOIA, a novel network querying
algorithm that e↵ectively addresses these issues by utilizing a context-sensitive
random walk (CSRW) model for network comparison and minimizing the network
conductance of potential matches in the target network. The CSRW model,
inspired by the pair hidden Markov model (pair-HMM) that has been widely used
for sequence comparison and alignment, can accurately assess the node-to-node
correspondence between di↵erent graphs by accounting for node insertions and
deletions. The proposed algorithm identifies high-scoring network regions based
on the CSRW scores, which are subsequently extended by maximally reducing the
network conductance of the identified subnetworks.

Conclusions: Performance assessment based on real PPI networks and known
molecular complexes show that SEQUOIA outperforms existing methods and
clearly enhances the biological significance of the query results.

Background
Protein-protein interaction (PPI) plays pivotal roles in understanding biological

systems. Diverse functional modules in cells, such as signaling pathways and pro-

tein complexes, involve numerous proteins and their functions are governed by the

intertwined interactions among these proteins. For this reason, to better understand

the functions and roles of proteins in cells, it is critically important to investigate

how groups of proteins collaborate with each other to perform certain biological

functions and achieve common goals, in addition to studying the functions of indi-

vidual proteins. Recent advances in technologies for highthroughput measurement

of protein-protein interactions have enabled genome-scale studies of protein inter-

actions, and systematic analyses of the available PPI networks may reveal new

functional network modules and unveil novel functionalities of the proteins that are

involved in such modules. Recent investigations of PPI networks show that func-

tionally important network modules (e.g., molecular complexes and pathways) are

often well conserved across networks of di↵erent species [1, 2]. These observations
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Abstract

Time-Frequency (TF) analysis has been extensively used for the analysis of
numeric signals in the past decade. In this paper, using the notion of interpretive
signal processing (ISP) and by redefining correlation functions for non-numeric
sequences, a general class of TF transforms are extended and applied to
non-numerical genomic sequences. The technique has been successfully evaluated
on synthetic and real DNA sequences. The proposed method is fairly generic and
is believed to be useful for extracting quantitative and visual information
regarding local and global periodicity, symmetry, (non-) stationarity and spectral
color of genomic sequences.
Keywords: Genomic Signal Processing; Time-Frequency Analysis; Interpretive
Signal Processing

1 Introduction

The application of signal processing techniques in genomics has found a great deal of
attention and applications in the past decade [1, 2, 3, 4]. Nevertheless, an important
class of analytical tools in signal processing that have not been yet fully formulated
in genomics is the class of joint time-frequency (TF) distributions and transforms.
These are powerful mathematical tools with various applications in signal processing
[5, 6].

The major advantage of TF transforms and distributions over conventional Fourier
analysis is to simultaneously retrieve the temporal (or spatial) and frequency domain
structure of non-stationary data. In other words, while the temporal evolution of the
frequency contents of a signal is lost in the conventional spectral estimation using
the Fourier analysis, the TF gives a detailed view of such information for non-
stationary signals. At the same time, several studies have statistically confirmed
the non-stationarity of genomic sequences and suggested the use of non-stationary
analysis for these sequences [7, 8, 9]. There could be many potential applications
by applying the TF transforms to genomic sequences. Nevertheless, the first step in
this line of work is to be able to apply these transforms to non-numerical genomic
sequences.

The conventional approach to analyze genomic sequences using techniques specific
to numerical data is to convert non-numerical genomic data into numerical values in
some way and then apply time or transform domain signal processing algorithms to
the resulting numeric series [10, 11]. Despite the promising results achieved by these
methods, the procedure of converting genomic data into numerical data has been
the bottleneck for these techniques—there is no concrete one-to-one map between

Liu et al.
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DIGNiFI: Discovering causative genes for orphan
diseases using protein-protein interaction
networks
Xiaoxia Liu1,2, Zhihao Yang1, Hongfei Lin1, Michael Simmons2 and Zhiyong Lu2*

Abstract

Background: An orphan disease is any disease that a↵ects a small percentage of the population. Orphan
diseases are a great burden to patients and society, and most of them are genetic in origin. Unfortunately, our
current understanding of the genes responsible for inherited orphan diseases is still quite limited. Developing
e↵ective computational algorithms to discover disease-causing genes would help unveil disease mechanisms and
may enable better diagnosis and treatment.

Results: We have developed a novel method, named as DIGNiFI (Disease causIng GeNe FInder), which uses
Protein-Protein Interaction (PPI) network-based features to discover and rank candidate disease-causing genes.
Specifically, our approach computes topologically similar genes by taking into account both local and global
connected paths in PPI networks via Direct Neighbors and Local Random Walks, respectively. Furthermore,
since genes with similar phenotypes tend to be functionally related, we have integrated PPI data with gene
ontology (GO) annotations and protein complex data to further improve the performance of this approach.
Results of 128 orphan diseases with 1184 known disease genes collected from the Orphanet show that our
proposed methods outperform existing state-of-the-art methods for discovering candidate disease-causing
genes. We also show that further performance improvement can be achieved when enriching the
human-curated PPI network data with text-mined interactions from the biomedical literature. Finally, we
demonstrate the utility of our approach by applying our method to identifying novel candidate genes for a set
of four inherited retinal dystrophies. In this study, we found the top predictions for these retinal dystrophies
consistent with literature reports and online databases of other retinal dystrophies.

Conclusions:Our method successfully prioritizes orphan-disease-causative genes. This method has great
potential to benefit the field of orphan disease research, where resources are scarce and greatly needed.

Availability: ftp://ftp.ncbi.nlm.nih.gov/pub/lu/DIGNiFI/

Keywords: Orphan disease; genetic disease; protein-protein interaction networks; eye disease

1 Background
The US Rare Disease Act of 2002 defined a rare dis-
ease, also referred to as an orphan disease, as any
disease that a↵ects fewer than 200,000 inhabitants,
equivalent to approximately 6.5 patients out of 10,000
inhabitants [1]. There are an estimated 8000 orphan
diseases, and most of them are genetic in origin. Or-
phan diseases are a great burden to patients and so-
ciety because they commonly a✏ict people early in
life and persist throughout the lifetime. Some are even
life-threatening [2, 3]. Discovering genes causing these
*Correspondence: zhiyong.lu@nih.gov
2National Center for Biotechnology Information (NCBI), National Library of
Medicine (NLM), National Institutes of Health, Bethesda, MD, 20894, USA
Full list of author information is available at the end of the article

diseases would unveil disease mechanisms and may en-
able better diagnosis and treatment. Unfortunately,
our current understanding of the genes responsible for
genetic orphan diseases is still quite limited [4]. In
addition, even though the advent of next-generation
sequencing has yielded great advances in our abil-
ity to collect data about patients with rare diseases,
successfully sorting through this information to cor-
rectly identify the causal genes remains challenging
[5]. Therefore, developing e↵ective computational al-
gorithms for the prioritization of candidate genes is
a critical step in the research pipeline. Several earlier
studies have shown that genes related to similar dis-
ease phenotypes tend to be functionally related, since
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Abstract

In this paper, we present methods for counting small sub-graph patterns in

integrated genome-scale networks which are modeled as labeled multidigraphs.

We have obtained physical, regulatory, and metabolic interactions between H.

sapiens proteins from the Pathway Commons database. The integrated network is

filtered for tissue/disease specific proteins by using a large-scale human

transcriptional profiling study, resulting in several tissue and disease specific

sub-networks. We have applied and extended the idea of graphlet counting in

undirected protein-protein interaction (PPI) networks to directed multi-labeled

networks and represented each network as a vector of graphlet counts. Graphlet

counts are assessed for statistical significance by comparison against a set of

randomized networks. We present our results on analysis of di↵erential graphlets

between di↵erent conditions and on the utility of graphlet count vectors for

clustering multiple condition specific networks. Our results show that there are

numerous statistically significant graphlets in integrated biological networks and

the graphlet signature vector can be used as an e↵ective representation of a

multi-labeled network for clustering and systems level analysis of tissue/disease

specific networks.

Availability:: The source code, the materials used in this study, and raw results

are available at https://github.com/tolgacan/DirectedGraphlets .

Keywords: integrated networks; network comparison; directed graphlets

Introduction

With the accumulation of high-throughput omics data in public databases, integra-

tive studies on heterogenous and dynamic biological networks have become possible.

Repositories, such as Pathway Commons [1], BioGRID [2], and the Human Protein

Reference Database (HPRD) [3], collect and curate associations between genes, pro-

teins, and chemical compounds from various high and low throughput data sources.

In addition, there are e↵orts, such as BioPAX [4], towards a standardized repre-

sentation and exchange of di↵erent types of networks between databases and ap-

plications. Although the data for various types of interactions such as regulatory,

metabolic, and physical interactions are available in these repositories, joint analysis

of these data in a single integrated network remains a challenge. The software suite

Paxtools[5] is a rich collection of methods for querying, visualizing, and convert-

ing integrated BioPAX networks; however, advanced algorithms, such as graphlet

counting, are yet to be added to the expanding repository of this open source project.

In parallel with the increase in the volume of network data, modeling of the dy-

namic nature of networks becomes a necessity. There have been studies to obtain
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ABSTRACT

Apoptosis of a healthy cell is a process of programmed cell
death regulated via well-established signaling pathways. How-
ever, in cancer cells apoptotic pathways are in atypical forms
that lead to continuous survival, growth and proliferation
of tumor cells. A major objective in cancer research is to
investigate the dynamics of signaling pathways that influ-
ence the apoptosis of tumor cells. Inspired by the success
of dynamical modeling and data analysis in cancer biology,
in this study we propose a hybrid modeling approach com-
bining computational models with experimental phospho-
proteomics data. We construct a knowledge-based model
of ordinary differential equations (ODEs) for the apoptotic
signaling network and subsequently infer model parameters
(e.g. reaction rates) from real phosphoproteomics data for
three breast tumor cell lines, i.e., BT-20, MCF7 and MDA-
MB-453 using a Bayesian framework of inference. The model
is used to predict apoptosis in response to various perturba-
tions such as caspase knockdown for each of the three cell
lines which can be validated using the experimental litera-
ture. The inferred changes of the parameters reveal drug
effects on diverse cell lines under the treatment with the
drug of Erlotinib. Therefore, our hybrid modeling approach
represents a novel method for understanding and predicting
the impact of anti-cancer therapies on cancer cells at the
systems level.

Categories and Subject Descriptors

G.3 [Probability and Statistics]: Time series analysis;
G.2.2 [Graph Theory]: Network problems; I.2.6 [Learning]:
Parameter learning; J.3 [Life and Medical Sciences]: Bi-
ology and genetics.

General Terms

Theory.
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1. INTRODUCTION
Programmed cell death, also known as apoptosis, is a well-

coordinated cellular process that is essential for the home-
ostatic growth and functioning of a multicellular organism
as it removes damaged cells to avoid harmful effects such as
toxicity [1]. Apoptosis is regulated by several signaling path-
ways and crosstalks among the pathways which are highly
complex. In malignant cells these signaling pathways are
dysregulated which allows the abnormal cells to grow and
proliferate beyond their expected lifetime leading to diseases
such as cancer [2, 3]. Therefore, in-depth understanding
of the apoptotic signaling pathways is very important for
finding effective treatments to selectively kill tumor cells.
However, the complexity of the regulatory mechanisms of
apoptosis (especially of cancer cells) remain elusive [1]. It is
still difficult to model and simulate the dynamics of cellular
signaling pathways partly due to insufficient understanding
of the biochemical kinetics at the systems level. To address
these challenges, researchers in computational systems biol-
ogy have developed in silico systems modeling approaches to
gain deeper insights into these pathways. These modeling
approaches can be broadly classified into two basic types,
i.e. knowledge-driven and data-driven modeling.
Numerous knowledge-driven dynamical models have been

proposed to study apoptosis. For example, authors of [4]
proposed a computational model consisting of 52 ordinary
differential equations (ODEs), for estimating apoptosis based
on activation of the mitochondrial signaling network. In [5],
another model of apoptosis was proposed to analyze the ef-
fects of fast degradation of CASP8 and CASP3 proteins on
apoptosis. The study suggests that a rapid increase in the
activity level of CASP3 can be sufficient for initiating apop-
tosis. The authors of [6] proposed a computational model
combining the strengths of ODEs and Boolean models for
analyzing the behaviors of the NF-kB pathways. The study
in [7] used boolean model to analyse Mitogen-Activated Pro-
tein Kinase (MAPK) pathways. The authors of [8] modeled
signaling pathways of TNF and EGFR proteins, which were
connected to the Gene Regulatory Network (GRN) inside
nucleus and the computational model was encoded using
ODEs.
On the other hand, data-driven statistical modeling ap-
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Abstract  

Alcoholism has a strong genetic component. Twin studies have demonstrated the heritability of a large proportion of phenotypic 

variance of alcoholism ranging from 50%-80%. The search for genetic variants associated with this complex behavior has 

epitomized sequence-based studies for nearly a decade.  The limited success of genome-wide association studies (GWAS), 

possibly precipitated by the polygenic nature of this complex trait, however, has demonstrated the need for novel, multivariate 

models capable of quantitatively capturing interactions between a host of genetic variants and their association with non-genetic 

factors. These non-additive gene-gene-environment interactions are also known as one possible source of the “missing” heritability 

problem. In this regard, capturing the network of SNP by SNP or SNP by environment interactions has recently gained much 

interest. Here, we assessed 3,776 individuals to construct a network capable of detecting and quantifying the interactions within 

and between plausible genetic and environmental factors of alcoholism. In this regard, we propose the use of first-order 

dependence tree of maximum weight as a potential statistical learning technique to delineate the pattern of dependencies 

underpinning such a complex trait. 

 

1. Introduction 

Alcohol dependence is characterized by increasing tolerance to and consumption of alcohol, even in the face of adverse effects [1]. 

Almost 14% of alcohol consumers in the United States meet the criteria for alcohol dependence at some point in their lifetimes [2]. 

The consequences of alcohol dependence are severe. Overconsumption of alcohol is known to be a contributing factor to more 

than 60 diseases, including several types of cancer, and accounts for approximately 2.5 million deaths each year [3].  

Alcoholism is very difficult to overcome once it initiates, and thus there has been much interest in preventing the onset of 

alcoholism altogether [3]. The construction of a genetic model of alcoholism has become increasingly possible with new genetic 

case-control studies of the disease [2]. Indeed, alcoholism is particularly amenable to a genetic model, as the genetic basis of the 

disease is strong. Adoption studies have demonstrated that children with alcoholic biological parents are likely to become 
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STUDENT ASSIGNMENTS 

Before the Conference 

1.  Read Abstracts 
from CNB-MAC 

2.  Prepare to field 
questions 

During the Conference 

1.  Submit short 
summaries of 3 
talks and 2 posters 

After the Conference 

1.  Write a 1-2 page 
paper summary 

2.  Write a 1-2 page 
reflection 

 

Independent Project 

(BIO331) 

1.  Give a talk 

2.  Write a mini-paper 

Students could choose 
which tracks & workshops 

to attend 
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STUDENT ASSIGNMENTS 

Field Trip! Computational Biology on the Road

Modified from an original blog post from https://annamritz.wordpress.com

Anna Ritz
Biology Department, Reed College

Portland, Oregon

aritz@reed.edu

ABSTRACT

A few weeks ago I took my students to the Association for

Computing Machinery Conference on Bioinformatics, Com-

putational Biology, and Health Informatics (ACM-BCB) in

Seattle, WA. It was a fantastic experience for everyone in-

volved, and the organizers did an excellent job running the

conference. I asked my students to reflect on the conference,

and I figured I should do the same.

This report also highlights some features of the ACM La-

TeX template. The original bio331-sample.tex file is avail-

able on Moodle.

Keywords

ACM; conferences; undergraduate research

1. MOTIVATION

When I learned that ACM-BCB 2016 was going to be held

in Seattle, I jumped at the chance to take Reed students.

ACM-BCB is a computer science conference focused on ap-

plications to computational biology and health informatics,

and I have published there in the past [1]. My upper-level

class, Computational Systems Biology, included a great mix

of biology and math/CS majors. Thirteen Reed students

attended ACM-BCB (Table 1).

1.1 Broader Impacts of Conference Travel

The timing and location of the conference coincided per-

fectly with my Computational Systems Biology class, and

I received funding from the NSF for student travel. The

grant, titled A Course-Based Undergraduate Confer-
ence Experience in Computational Biology, o↵ers the
following broader impacts (phrasing borrowed from the pro-

posal abstract). First, it will promote interdisciplinary re-

search by educating students about computer science ap-

plications within biology. Second, it will empower students

with a unique opportunity that few undergraduates obtain,

leading to an anticipated increased confidence in engaging in
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for profit or commercial advantage and that copies bear this notice and the full citation

on the first page. Copyrights for third-party components of this work must be honored.

For all other uses, contact the owner/author(s).

Bio331 Fall 2016, Reed College, Portland, OR

c� 2019 Copyright held by the owner/author(s).

ACM ISBN X-XXXXX-XX-X/XX/XX.

DOI: XX.XXX/XXX X

Figure 1: The group before boarding Seattle’s Great
Wheel at Pier57. From left to right: Elaine, Eli,
Erik, Nick, Mina, Amy Rose, Yurel, Rose, and Karl.
Not shown: Emily, Vikram, Danny, and Barney.

science and scientific research. Third, it will provide an op-

portunity for Principal Investigators (PIs) from other insti-

tutions to interact with strong interdisciplinary undergrad-

uates.

1.2 Recruiting and Retaining STEM Students

As a computer scientist, I am interested in recruiting stu-

dents to computational fields and supporting them if they

decide to continue this line of study. My classes are in-

terdisciplinary in nature, o↵ering a unique opportunity to

engage students in computational biology material. As I

wrote in the NSF proposal, conference travel is available

to any student to takes my upper-level class, encouraging

students from both computational and non-computational

backgrounds to attend:

The proposed travel is also a potential mechanism for re-

cruiting underrepresented groups in STEM. The introduc-

tory computational biology courses in 2015-2016 included

students from all years (freshmen through seniors) majoring

in eight di↵erent areas (including four outside the Division

of Math & Natural Sciences). Further, 60% of the students

who completed the course were women, a group tradition-

ally underrepresented in computer science. Thus, the pool

of students eligible for the upper-level course (and the pro-

posed conference travel) include a group that is diverse in

terms of gender, class year, and declared major.

– NSF Proposal Abstract

Name Year Major Bio331?

Amy Rose Lazarte Sophomore Alt-Bio X
Yurel Watson Sophomore Math-CS

Elaine Kushkowski Junior ES-Bio

Eli Spiliotopoulos Junior Biology X
Danny Heinz Senior Bio-Psych

Erik Lopez Senior Math-CS X
Karl Menzel Senior Biology X
Mina Marden Senior Math-Stats X
Nick Franzese Senior Math-Bio X
Rose Driscoll Senior Alt-Bio

Vikram Chan-Herur Senior Biology X
Barney Potter ‘16 Graduate Math-Bio

Emily Merfeld ‘16 Graduate Bio-Psych

Table 1: Reed students who attended ACM-BCB.

2. REFLECTION

With such a large cohort of undergraduates at a scientific

conference, my role shifted to encompass one of an educator

as well as a researcher. I honed in on the accessibility of the

material in talks, feeling a bit of pride when the speakers

showed an image or mentioned a topic I have taught in class.

I also had some moments of “wow, should have taught them

that” when a speaker presented a fundamental concept we

have not yet covered. Many of my students came out of

sessions excited about what they had just learned. They

talked with the speakers, asked for their papers, and are now

delving into this new material. Graduate student attendees

became mentors, fielding questions about why they went to

graduate school and how they picked their research topic.

ACM-BCB was an ideal size – the conference had com-

pelling talks and tutorials while being small enough to chat

with the keynote speakers and conference organizers. I caught

up with existing colleagues and met some potential collab-

orators in the Pacific Northwest. I also found myself in dis-

cussions with graduate students about my position in a lib-

eral arts environment. Reed had a research presence, since

three Reed students submitted posters to the poster session.

My students had garnered enough research experience – ei-

ther through their thesis, summer research, or independent

projects in class – to have engaging conversations with other

attendees.

2.1 Lessons Learned

The trip to ACM-BCB as a class taught everyone (includ-

ing me) the importance of logistics. Some gems:

1. Make sure the taxi to the train station can fit the entire

group.

2. Remember who you gave the posters to in your mad

dash to find parking before your train departs (see #1).

3. Make sure your PCard credit limit is set so it’s not

declined at the hotel.

4. Tell your students the correct time of the first keynote.

And the question of the day: is a (very detailed) receipt for a

can of soda written on a napkin by a bartender reimbursable

(Figure 2)?

Figure 2: The napkin receipt.
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CONFERENCE BASED UNDERGRADUATE  
RESEARCH EXPERIENCES 

Why did we do this? 
•  Scientific Conferences 
•  Integration in a Course 

How was it implemented? 
•  The Institution & Course 
•  The Conference 
•  Student Experiences 

What’s next? 
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SHORT-TERM STUDENT RESPONSES 
CURE PRE- AND POST-SURVEY 

CURE survey is not particularly informative 

•  11 pre-test responses, 5 post-test responses 

•  Reed students already have ample course-based research experience 
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SHORT-TERM STUDENT RESPONSES 
CURE PRE- AND POST-SURVEY 

CURE survey is not particularly informative 

•  11 pre-test responses, 5 post-test responses 

•  Reed students already have ample course-based research experience 
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UNEXPECTED (ANECDOTAL) OUTCOMES 

Positive Outcomes 

•  Professional preparation was useful for students 

•  Grad students were engaged in the process 

•  PIs got to meet undergraduates, many of whom are considering graduate 
school 

Not-so-positive Outcomes 

•  In one case, the experience isolated a student even more 

•  Missing class was hard, even for the exceptionally strong students 

•  Don’t want to dilute the quality of the meeting 
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LONG-TERM STUDENT RESPONSES 

April 2019 Survey: 11 respondents 

Student Responses: 
“Helped me figure out that I do eventually want to go to graduate school “ 
“It underlined the importance computational bio would continue to have on my career.” 
“Concreted that I wanted to go into academia” 
“Helped me understand the importance of having both computational & biological understanding. ” 
“Meeting older students (including grad students) at conferences was part of what made me 
consider going to grad school.” 
 
 5/20/2019 (Education III) Great Lakes Bioinformatics Conference 



LONG-TERM STUDENT RESPONSES 

April 2019 Survey: 11 respondents 

5/20/2019 (Education III) Great Lakes Bioinformatics Conference 



LONG-TERM STUDENT RESPONSES 

April 2019 Survey: 11 respondents 

5/20/2019 (Education III) Great Lakes Bioinformatics Conference 



LONG-TERM STUDENT RESPONSES 

April 2019 Survey: 11 respondents 

Similar results for a larger set of 25 students who have attended 
scientific meetings (CS/compbio/cell bio) 
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CONFERENCE BASED UNDERGRADUATE  
RESEARCH EXPERIENCES 

Why did we do this? 
•  Scientific Conferences 
•  Integration in a Course 

How was it implemented? 
•  The Institution & Course 
•  The Conference 
•  Student Experiences 

What’s next? 
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CCF #1643361 
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LOCAL & NATIONAL INITIATIVES 

Local Initiative: Bio331 Conference Attendance 2020-2023 

•  Travel to a meeting 

•  Reduce the impact of missed courses 

•  Scale with class size 

National Initiative: ACM-BCB Student Scholarships 2020-2023 

•  Hotel & Registration for 10 students (preferred driving distance to BCB from 
resource-limited schools) 

•  No previous research experience necessary Stay Tuned… 
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NEAR FUTURE:  
GUIDELINES FOR ATTENDING CONFERENCES 
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This and all other links will be available on my website within a few weeks. 
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1. MOTIVATION

When I learned that ACM-BCB 2016 was going to be held

in Seattle, I jumped at the chance to take Reed students.

ACM-BCB is a computer science conference focused on ap-

plications to computational biology and health informatics,

and I have published there in the past [1]. My upper-level

class, Computational Systems Biology, included a great mix

of biology and math/CS majors. Thirteen Reed students

attended ACM-BCB (Table 1).

1.1 Broader Impacts of Conference Travel

The timing and location of the conference coincided per-

fectly with my Computational Systems Biology class, and

I received funding from the NSF for student travel. The

grant, titled A Course-Based Undergraduate Confer-
ence Experience in Computational Biology, o↵ers the
following broader impacts (phrasing borrowed from the pro-

posal abstract). First, it will promote interdisciplinary re-

search by educating students about computer science ap-

plications within biology. Second, it will empower students

with a unique opportunity that few undergraduates obtain,

leading to an anticipated increased confidence in engaging in
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Wheel at Pier57. From left to right: Elaine, Eli,
Erik, Nick, Mina, Amy Rose, Yurel, Rose, and Karl.
Not shown: Emily, Vikram, Danny, and Barney.

science and scientific research. Third, it will provide an op-

portunity for Principal Investigators (PIs) from other insti-

tutions to interact with strong interdisciplinary undergrad-

uates.

1.2 Recruiting and Retaining STEM Students

As a computer scientist, I am interested in recruiting stu-

dents to computational fields and supporting them if they

decide to continue this line of study. My classes are in-

terdisciplinary in nature, o↵ering a unique opportunity to

engage students in computational biology material. As I

wrote in the NSF proposal, conference travel is available

to any student to takes my upper-level class, encouraging

students from both computational and non-computational

backgrounds to attend:

The proposed travel is also a potential mechanism for re-

cruiting underrepresented groups in STEM. The introduc-

tory computational biology courses in 2015-2016 included

students from all years (freshmen through seniors) majoring

in eight di↵erent areas (including four outside the Division

of Math & Natural Sciences). Further, 60% of the students

who completed the course were women, a group tradition-

ally underrepresented in computer science. Thus, the pool

of students eligible for the upper-level course (and the pro-

posed conference travel) include a group that is diverse in

terms of gender, class year, and declared major.
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