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[image: ]Tree Rings to Rule Them All![footnoteRef:1] [1:  By RS Maxwell, Radford University Tree-Ring Laboratory, Department of Geospatial Science, and JM Wojdak, Department of Biology, Radford University, Radford, VA. 
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I. Introduction
Trees are amazing things! They can live on the landscape for centuries, both responding to and recording changes in the environment. Watch this video for a brief introduction to tree growth and how we can use it to understand climate.  
Dendrochronologists, or tree-ring scientists, study the annual increment of tree growth and other wood characteristics (e.g., injuries, cell density, and isotopic composition) to interpret past environmental and climatological conditions. There are many subfields of dendrochronology: Dendroecology focuses on the imprint of ecological factors on annual tree growth, and it can be used to understand the type, frequency, and size of forest disturbances like wildfire and insect outbreaks. Dendroclimatology focuses on the climatological imprint on annual growth and it can be used to assess growth response to droughts and rainy periods, to reconstruct past climates, and to help us understand present-day climate change. Watch this video to see an undergraduate researcher describing his dendroclimatology project. 
The hallmark of dendrochronology is the ability to accurately date the annual rings of trees. Accurate dating is achieved by the method of crossdating. At each sampling location, and often across an entire climatic region, trees respond to variation in climate. We can use the pattern of narrow and wide rings resulting from changes in climate to crossdate an individual tree to trees of the same species growing nearby. All the patterns should correlate relatively well, like the aligned tree cores below. 
[image: ]
However, interpreting the pattern of rings in a core is a bit of an art. For example, stressful environmental conditions can produce "false" or missing rings. A false ring may occur during the growing season when it doesn’t rain for many days. The tree begins to shut down and form denser, thick-walled cells that usually occur at the end of the growing season. However, when the weather becomes wet again, the tree starts to grow normally. A missing ring may occur during very stressful years (e.g., drought years), where growth is minimal. In this case, a tree may only grow rings on one side of the tree or not at all. 
Dendrochronologists use increment borers or chainsaws to collect samples from trees. To avoid misinterpreting false rings, missing rings, or uneven growth on different sides of a tree, dendrochronologists usually collect an increment core from each side of the tree.
Now that you know some of the basics, watch one more video to better understand more about how tree ring analysis fits in to real, present-day research. 
II. Objectives
In this module, you will analyze images of tree rings already collected from the field.   Moreover, you will be asked to think about the relationship between annual growth in trees and different aspects of climate.  You will make one or more hypotheses and test those hypotheses with the data you generate from the tree ring analysis, and the long-term climate record. 
III. Site Information
The tree-ring data that you will be using in this module were collected as part of a study funded by the US National Science Foundation: “Estimating forest productivity over regional and multi-decadal time scales using carbon isotopes in tree rings". The researchers sampled eastern hemlock trees (Tsuga canadensis) growing at ten forest locations in New England. Hemlock are the largest eastern evergreen conifer species by trunk volume. You will work with tree ring images from Bradbury Mountain State Park in Maine.  The sampled trees were located in a primarily hemlock forest, as defined by the Maine Natural Areas Program.  
Bradbury Mountain site, ME
Drawings of eastern hemlock, from Britton and Brown (1913).
Range map of eastern hemlock (T. canadensis)
















IV. Field Sampling Methods
[image: Macintosh HD:Users:jmwojdak:Documents:Research:AIMS:dendro:documents-export-2015-08-27:Photos:8 - Sanded cores from Bradbury Mtn.jpg][image: Macintosh HD:Users:jmwojdak:Documents:Research:AIMS:dendro:documents-export-2015-08-27:Photos:5 - Tree core extracted.jpg][image: Macintosh HD:Users:jmwojdak:Documents:Research:AIMS:dendro:documents-export-2015-08-27:Photos:3 - Coring a tree.JPG]Your instructor may want you to supplement the tree core images provided with local coring of some trees. If you are going out to core trees, watch this video from Dr. Henri Grissino-Mayer showing how best to use an increment borer.
[image: Macintosh HD:Users:jmwojdak:Documents:Research:AIMS:dendro:documents-export-2015-08-27:Tree Cores:BF01A.jpg]Coring a tree...	 	         ... a core, freshly extracted....	         ...many cores, mounted and sanded, ready for the lab. 

V. Image set and image metadata
The image set is comprised of 21 sampled trees, usually with two cores each, collected from Bradbury Mountain State Park, ME, in 2013.  Each core was photographed, and the files are labeled "BFXXY.jpg", where XX is a two-digit number from 01 to 23, and Y is a letter, referring to the core A-D.  The cores are oriented in the images so that the bark side is to the left and the center of the tree is to the right.  Standard ring counting notation is visible in pencil: a single dot for each even decade (i.e. 2010, 1960), a double dot for each even 50 years (i.e. 1950), a triple dot for each even 100 years (i.e. 1900), and a quadruple dot for every 1000 (i.e. 2000).  Note that since the trees were sampled in 2013, you will see some growth in that year, but that growth is incomplete (the year wasn't over), so that year's growth should probably be excluded from any analyses. Also note a few cores were not acceptable for analysis, so there are a couple of missing images in the set. Here is an example core image:

VI. Image analysis
There are two routes one can follow to extract data from tree cores once they've been properly prepared: direct observation with a microscope, or computer analysis of photographed or scanned images.  Today we will use the latter approach. 
Image analysis, in the most general sense, just means obtaining information from images, usually using computer software. The images might be obtained from satellites, cameras, imaging technology like CAT or MRI scans, or microscopes. The data may be presence/absence, counts, color, or measurements of lengths, volumes, or areas. Thus, besides learning some biology today, you are gaining a real-world skill that could come in handy later on in your career. 
Stereo or dissecting microscope, on a specialized stage for precise linear measurements.
Example of image analysis software, where measurements are taken from computer imagery. 


Because image analysis is so useful, the National Institutes of Health (NIH) funded the development of free image analysis software, now called ImageJ. ImageJ is very powerful, free, and luckily for us, pretty easy to use. 
The logic of measuring from images is straightforward - the computer can count pixels in an image, and if we know how many pixels equates to a centimeter, for example, we can measure things in centimeters. This requires us to either include a scale bar in our image, or to know the precise dimensions of the image captured by the camera. With our tree core images, we know their resolution is 1200 dpi (dots per inch) - and thus we know every 1200 pixels are one inch, or 2.54 cm. 
So let's start analyzing some images! As a tutorial for how to use ImageJ, you can follow the instructions below, and/or watch these videos: basics, labeling, exporting data.
Image Analysis practice instructions:
1. Launch ImageJ. ImageJ may be installed in your computer lab, or alternatively, you can download and install a copy on your local computer.  {Lastly, you can run ImageJ in your web browser via QUBESHub, though you will have to sign up for a QUBESHub account. Click here to get an account, and here for ImageJ. }
2.  Once ImageJ is open, go to "File", "Open Samples", and select "Embryos" (menu selections or commands will be indicated with italics throughout this lab).  This is an image that comes with the software. Ordinarily, you want to save a copy of an image to your computer locally, and work with that copy (go to "File", "Open", etc.). 
3. Let's learn to set the scale for an image.  We need to tell the computer how big things are in the image. There are two ways:
a. Some images will have a scale bar. In that case, you draw a line of known length then select "Analyze", "Set Scale"... notice there is a number in the pixel box, which is the length of the line you just drew in pixels.  Type the known distance in the appropriate box, and the units in that box.  So, if you drew a line along the 100 m scale bar then select "Analyze", "Set Scale", you'd type "100" in the known distance box and "m " in the units.
b. For some images we know the size of the image or its resolution.  For instance, we know this image is 4.745 pixels per m. We could set the scale by going to "Analyze", "Set Scale"... type in "4.745" in the pixels box, and "1 " in the known distance box, and "m " in the unit of length box. Hit OK. What you've just done is to tell the computer that there are 4.745 pixels per m in this image. 
4. Select "Analyze", "Set measurements", and unclick all the boxes. Here you can set what kind of measurements you want the software to calculate for you... but for now we just want length, which it does automatically. 
5. Success! Now let's measure! 
· Zoom in on an embryo, draw a line across its circumference, then hit "m" for measure. 
· A window should pop-up, with a length and the angle of the line (which presumably you don't care about, but in some applications you might). Each time you draw a line and hit "m" a new data point will be added to this worksheet. (The worksheet will likely be hidden behind windows after your first measurement... it doesn't keep popping up to the front, but it should keep adding data row by row, each time you hit "m"). 
· It is easy to cut and paste these data into MS Excel or other spreadsheet/statistical software for analysis or graphing. 
· By choosing other tools (ellipse, polygons, etc.) and changing the "Set Measurements" setting, you can measure all kinds of features of the images. 
· In order to produce accurate measurements, you should zoom WAY in! If your eventual analysis and report has any chance of being meaningful, the data going in have to be of high quality. The lines you draw to measure ring widths should also be perpendicular to the rings themselves. Haphazard angles will distort the ring widths and render the data hopeless.
6. If the image is too bright/dark or otherwise needs adjustments, go to "Image", "Adjust", and "Brightness/Contrast" or whichever parameter might help you. (A word of caution - only adjust images that you don't need color information from... making an image very dark and then measuring how dark the image is wouldn't make a lot of sense, for example).
7. You may want to keep the lines you've drawn on the image, to avoid duplicative measurements or other errors.  
· Let's set up a hotkey... go to "Plugins", "Shortcuts", "Create Shortcuts"...select "Label" from the "Commands" list, then choose "q".  You've just told the software that when you hit "q", label that line with the next number in sequence.  
· Now, draw a line, then hit "m" to measure, and "q" to label it. 
9. You may want to keep a copy of the tree ring images with the lines you measured visible, and perhaps with the major years labeled.  If you want to add text to the image, click on the text tool (it has an "A" symbol), drag a box near where you want to add text, type, then hit "Ctrl-d".  This should leave the text visible. Note that if you save this file, the labeled lines and text will stay - which is good if you want to turn in finished work, and bad if you want to preserve the original file as it was. Use "Save as" wisely to keep a copy of the original, and your modified version. 
Again, while working through this lab, think about where and how else you could use image analysis.  We've asked you to start with this image of embryos just to make the point that image analysis is generally useful, not just for dendrochronology. If you are working with microscopic images of bacteria, protists, or plant cells... or photographs of macroscopic animals... or aerial photos of the landscape... you could use all these same techniques to produce excellent scientific images with scale bars, interesting features highlighted and labeled, linear or areal measurements taken, and much more. 
VII. Hypothesis formation
Now... you've already learned a lot. But this preparation was to get you ready to do real science. That is, to learn something new, that no one knows yet.  In particular, we have this great image set, and now we have the tools to extract real data from it.  The next step is to think about what scientific questions you could address, given this data plus other data that might be available. Think about as many different specific aspects of climate as you can, and how you would expect those might influence tree growth.  To seed your thought processes, we've provided some climate data for the area where the trees were cored.  Additionally, you can get some custom climate data reports here (use Lat: 43.9159 Long: 70.1734).  Now, generate a few ideas that you would like to investigate. 
An ill-formed, untestable hypothesis might look like: "When climate is good, trees will grow more."
A better, specific, testable hypothesis might look like: "The greater the number of days below zero Celsius air temperature per year, the lower the average tree growth will be in that year." 
Notice the difference?  The first describes "good" climate, without defining what that means. The second neatly prescribes a specific analysis and requisite dataset. 
Too often as scientists, we let data availability or format constrain our ideas - just because data is provided as a mean monthly temperature doesn't mean that is the most biologically relevant metric of temperature.  Think like a tree... what aspects of temperature and precipitation might matter most to a tree? Days in a row of some condition? Cold stretches in warm months? Early springs? Depending on what you decide, you might have to get a custom data report from above and/or do considerable massaging of the data to get it in the form you want. 
Most instructors will want you to describe your ideas to them before you begin, to make sure you are on the right track.  Once you have an idea that has been vetted by your instructor, think very carefully about your plan - both for collecting the data from the images, and organizing your data in a spreadsheet (exactly how will it be formatted, summarized, etc.). If you are working in a group, consider how you will keep track of who does what, to avoid duplication in measurements.  Lastly, think about the statistical analysis you will perform to evaluate your hypothesis.  Describe your plan here:






Statistical Analysis
Advanced - One of the complications in interpreting tree ring growth and how it relates to climate is that trees accumulate wood at different rates as they get bigger. Some of this can be explained by simple geometry - pretend the circle below has a radius of 5cm.  If that tree adds a ring of 1 cm, that added area would be = π*62 - π*52 = 34.5 cm2... the larger circle minus the previously existing circle. Now, imagine if a second tree had a radius of 10 cm, and that tree added a ring of 1 cm.... the same ring width as before, but added to a bigger trunk:  π*112 - π*102 = 66 cm2.       5cm tree 				 				    10cm tree  
with 1 cm ring	      new growth			    new growth		with 1 cm ring	

				          >






Think about this for a minute... the same ring width represents a great deal more mass added to a larger tree than to a smaller tree.  Given this, we might expect tree ring widths to decrease as they age, and in fact they most often do.  In fact, they often decrease according to a negative exponential function, like seen below. [image: ]Mathematically, this function would look something like:

 
where a is an empirically derived constant, e is the base of the natural log, r is a parameter that describes the decrease in ring width with age, and t is the age of the tree (in years). 
If we make a plot like this for each tree, we can calculate how much more or less the tree grew each year than we expected, given each age. Those differences can then be averaged across trees to get a sense for whether individual years were particularly favorable or not for tree growth.  
This normalization helps us see patterns despite the individual-to-individual differences among trees - some are growing in particularly good areas, and others are struggling.  We are, in a sense, statistically removing some of that variation to better see the variation in growth due to climate.
If we keep track of which year trees on average had better than expected growth, and during which years trees on average grew poorly, we can relate that to climatic patterns over those same years.  The figures below show two fictional 100 year-old trees that started life together... one that is growing more quickly than the other.  But notice that when these trees were 20 years old they both grew poorly, and when they were 70 years old, they both grew well. If we averaged across these trees, and whole lots more, we would get a sense for what were "good years" and "bad years". 
[image: ][image: ]
Your task now is to follow this reasoning to standardize the raw ring widths you collected from the tree core images. Your instructor may provide specific instructions or choose to have students do one or two trees each, then share the standardized data as a class. 
Hints:
1. Start with a single tree. Make a column for age of the tree next to the existing columns of data you have (e.g., year, raw ring width). 
2. Make a scatterplot just like the above, and fit an exponential function.  
a. If using MS Excel:
i. add an exponential trendline, and select the "add equation" to the graph option. 
ii. Make a new column that will predict the growth expected for each year, given this regression equation.  In the top cell of the column, type "=raw_width - a*EXP(-b*age)", where raw_width refers to the cell containing the observed raw ring width for that tree in the first year a and b are the parameters from the regression equation you created in your graph, and age refers to the age of the tree that year (i.e. just click on the cell in the same row that has the tree's current age).  If you drag that formula down the column, you should get a list of some positive and some negative numbers... these are the residuals from the regression - the difference in the vertical direction (along the y-axis) between the observed data points and the regression line. These are like the blue arrows in the graph illustrated above. 
b. If using statistical software, your procedures will vary, but you want to get the residuals from an exponential regression. 
3. Now you have adjusted ring widths, which you can use in subsequent analyses. 




Basic analyses - primer on inferential statistics and linear regression
Inferential statistics are used to make inferences - to draw conclusions - from data. Scientists use inferential statistics to make objective decisions about what data tell us, rather than relying solely on their own opinion. That is, well-implemented and interpreted statistics provide evidence for our conclusions that others can evaluate. 
Linear regression is often useful when you want to understand how two numerical, continuous variables are related. That is, as we change the value of one variable, does the value of the other variable change in a predictable way? 
[image: ]Ordinarily, we have some inkling that one variable responds to the other - the dependent variable responds to changes in the independent variable. In experiments we might vary the independent variable and look for changes in the dependent variable. Or, in an observational study, we may think, for instance, that an ant's body size determines how big a leaf they can carry. We typically plot the independent variable on the x-axis and the dependent variable on the y-axis.
Look at the data plotted to the left. Here someone plotted the number of days below 0C in air temperature for each year versus the average tree ring width for trees during that same year. Each point represents the values of those variables in a single year. Do you see a pattern here? How would you describe it in words? 
[image: ] We will leave the details of calculation of linear regression to another day, but it is an easy process to understand visually. The computer will try to fit a straight line to the data that minimizes the (sum of the squared) vertical distances between the points and the line (see graph below). 
This is called the line of best fit, or the regression line. Imagine, just for comparison, a line on the graph at the left with a flat (i.e. zero) slope... the vertical distances from each point to the line would be much larger... it wouldn't fit the data particularly well. 
Regression analysis gives us an equation for the line of best fit - with a slope and a y-intercept. Remember ? The magnitude of the slope is informative - it tells us HOW MUCH the y-axis variable changes with a unit change in the x-axis variable. Moreover, we can use the equation to make predictions: in the graph above, if there are ten days with an a maximum air temp below 0C (x=10), then the ring width we would expect for that year would be y= -0.0129*(10) + 0.6512, or 0.522 cm. 
Regression analysis also gives us a value called R2, R squared. This tells us how much of the variation in the y-axis values is accounted for by the variation in the x-axis values. 
One way to think about it is this: if you could tell EXACTLY what the y-axis value would be if you knew the x-axis value, there is a perfect relationship between the two, and R2 = 1. All the data points would lie exactly on the line of best fit. If you would have no clue what the y-axis value would be given a particular x-axis value, the two variables are unrelated and R2=0. Very roughly speaking, R2 tells us about the strength of the relationship between the two variables.
 Well, what about an R2 of 0.3, or 0.8... what do those mean? There is no simple answer. In physics or chemistry, when there is a single, very strong cause or mechanism controlling the outcome, we typically expect very high R2 values... like for the concentration of a chemical regressed against the absorbance in a spectrophotometer. More chemical equals more absorbance, and very little else controls or contributes to absorbance. In ecology, most of the processes or characteristics we are interested in have many contributory factors - like the growth of a tree might respond to average climate, recent weather, local soils, local plant competition, etc. Now, if we were to regress tree growth versus just one of those factors, we wouldn't really expect it to explain all of the variation in growth... realistically it will only explain a small part. So, there is a bit of an art to interpreting R2 values... but for tree growth explaining 30% of the variation (R2 = 0.30) might be a real achievement!
Lastly, regression analysis gives us a p-value. A p-value from a regression analysis, strictly speaking, is the probability that if we repeated the study again and again, we would observe a relationship as strong or stronger than the one we did, assuming the null hypothesis (that there is no relationship between the two variables) were true. A little convoluted, yes, but the logic is this - if the p-value is very low, we are unlikely to have observed data like ours by chance, given two variables that are in fact unrelated. It is still possible, but rather unlikely. Thus, if the null hypothesis seems unlikely to be true, we can be confident that there is actually a relationship between the variables we measured. If the p-value is high, we have little confidence that the variables are actually related. By convention, p-values less than 0.05 (or 5% chance) are taken as evidence for a "significant" relationship - or, in other words, we are sufficiently confident to conclude there is a relationship. P-values larger than 0.05 suggest we should not be confident that a real relationship exists between the variables.
So, if the p-value for a linear regression analysis of the above data is p=0.001, and the R2 is 0.80, what would you conclude about these data?
Lastly, the most often regurgitated axiom of statistics is that "correlation doesn't imply causation" - which means that simply because we see a relationship between two variables doesn't mean we have demonstrated that one factor CAUSES the other. True. However, a strong relationship is still CONSISTENT with a cause-effect relationship.
Need more background on the concepts of linear regression? Watch these videos: introduction to regression 1 and introduction to regression 2. 
Use these videos for step-by-step help for performing regression in MS Excel, JMP, or R.


VIII. Student post-lab assignment
Depending on your instructor, you will have either raw ring widths (the direct measurements from the images) or adjusted ring widths at this point, for each year, for each tree.  We want to examine the relationship between aspects of climate and tree growth in general.  Thus, we need to average across the individual trees to get an average ring width per year. Be particularly careful to keep your years straight - averaging all the trees growth for 2012, for 2011, etc. separately. Don't confuse tree age (30 years old) with the year (1980). 
Almost certainly, the hypothesis(es) you've decided to test involve two quantitative or numerical variables... like temperature (i.e. it can be 23C or 22.56C or -5C), or the number of days each year below zero Celsius in air temperature.  Thus, regression will likely be an appropriate statistical analysis. 

Basic Assignment
[image: ]Conduct a linear regression analysis that addresses your research hypothesis.  Create a scatterplot with a best fit line, and add a figure legend with a description of the results and the statistics described (equation, R2, p-value) parenthetically.  Model your work after the following example:











Figure 1. As trees mature, their diameter at breast height increased in a consistent linear fashion (DBH in cm = 1.17 (age in years) + 46.67, P < 0.001, R2 = 0.82).






Additional basic regression problems for quizzes, homework, or post-lab assignments/review
[image: ]Work through these other biological problems that can be addressed with linear regression, following the format above, producing a figure and figure legend. 
1.  Gray tree frogs, Hyla versicolor, are fascinating creatures, with a unique mating call, the ability to climb nearly anything with their sticky toe pads, and the ability to change colors to blend in with their environment.  They are ectothermic and poikilothermic, meaning they rely on external sources for body heat and that their body temperature varies with the external environment, respectively.  As their body temperature decreases, many physiological and behavioral functions slow down.  Below is data from JD McLister[footnoteRef:2], regarding environmental temperature and the frequency of mating calls by male gray tree frogs.  [2:  JD McLister, "The energetics of male reproductive behavior in the treefrog, Hyla versicolor", Master's Thesis, University of California, Irvine, 2000, as described in Baldi and Moore, "The Practice of Statistics in the Life Sciences", Freeman Publishers, 2014.] 
Photo by P Coin 

	Temperature (C)
	Call frequency (notes/sec)
	Temperature (C)
	Call frequency (notes/sec)

	19
	38
	24
	48

	21
	42
	24
	53

	22
	45
	24
	47

	22
	45
	25
	53

	23
	41
	25
	49

	23
	45
	25
	56

	23
	48
	25
	53

	23
	50
	26
	55

	23
	53
	26
	55

	24
	51
	27
	54



	What is the relationship between temperature and call frequency? (click here for the data as a file)
2.  After the end of the last ice age in North America, about 10,000 years ago, glaciers retreated from the Midwest and new topsoil has been forming.  Measurements have been made over time, and from those data we obtained a regression equation like this:  Soil thickness in mm =  0.076 * (years since 10,000 years ago) + 10  .  Use this equation to predict the soil thickness in 1900, this year, and in 2050.  If I told you that the prediction for this year is much too high, relative to actual present-day field measurements, what explanations would you offer? 



Advanced assignment:
Write a lab report in the format of a scientific paper. Include:
· Introduction - what was your purpose, what were you interested in studying, why is that an interesting question (i.e. provide a rationale), what else is known about that topic. (0.5 - 1 pages)
· Methods - capture the important information about how the trees were sampled, how the images were processed, and the statistical analyses you performed. The appropriate level of detail would allow a naive reader to repeat the study.  (~ 1 page)
· Results - Describe your results succinctly and directly. (~0.5 pages, including graph(s)) Focus your sentences on the biology, rather than the statistics. Include the stats parenthetically:
· Good = "As the number of days below 0C for maximum daily air temperature for a given year increased, average tree ring width decreased (linear regression, ring width (cm) = -0.0129 * Days +0.6512, p<0.001, R2 = 0.64)"
· Less good = "There was a significant linear relationship between cold climate and tree growth" Why isn't this good?  It doesn't tell us what aspects of climate were related to what aspects of growth, or even the direction (i.e. positive, negative)
· Really not good = "We found a significant regression."  Why isn't this good? It carries almost no information whatsoever. 
· Discussion - Keep this brief (~0.5 pages), but describe what your results mean. Especially good discussions will include reference to other research in this field.  Less useful are vague statements about "Next time we would take more samples and do everything better in every way. " :-)


[bookmark: _GoBack]Assumptions of linear regression and a couple of advanced questions
Linear regression analysis makes several assumptions that need to be true (or close enough to true) for the inferences made from the analysis to be valid.  
First, each observation needs to be independent - that is, that results of different observations are not tied together by some mechanism or cause. For example, repeated measures of the weight of the same individual are NOT independent, because a person's weight today is mechanistically, causally (i.e. cause and effect) linked to their weight yesterday... you might have gained or lost a pound or two, but you are going to be close. 
Second, the variance (or, if you'd like, standard deviation) on the y-axis, for any value on the x-axis, should be the same.  In other words, there should be similar vertical scatter all across the x-axis.  Below are examples where this is true, and false. 
[image: ][image: ]







Third, The spread of points vertically around the line is also assumed to be normally distributed - simply put, that most points are close to the line and fewer are farther away, like below:
[image: ]



[image: ]1. Here is a figure from Boeddeker et al. (2015), where they studied the flight behaviors of bumblebees.  In particular, they were interested in how bees maintained visual perception and depth orientation in their seemingly (to us) fast and erratic flights.  They noticed that bees tended to fly in straight lines for fairly long stretches, and then made very rapid head and thorax turns (or saccades).  They characterized the amplitude (or angle) of the turns and how fast they turned (degrees per second).  They believed that the bees were attempting to turn as quickly as possible, to minimize the disruption to visual perception. Data below show their results for "return" flights of bees returning to the hive, and "TBL" flights that are a stereotypical "turn back and look" flight pattern.  Without doing the analysis, which if any of the assumptions of linear regression might be an issue here (and why)?  Make specific references to the data to illustrate your points. 




2. Below are two data sets, with results from linear regression analyses included.  They share nearly identical slopes and intercepts, and nearly identical R2 values.  But notably, one has a p-value below 0.05, and would be deemed to display "a significant linear relationship between x and y", while the other has a p-value above 0.4, and would be deemed to display "no significant relationship".  You haven't been told about this yet, but see if you can use your mathematical intuition.  What is different about the two datasets?  What do these results tell us about the relationship between sample size, explanatory power, and p-values? 
[image: ]
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